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Abstract

Providing Quality of Service (QoS) guarantees is an important challenge in the

design of next generations of wireless networks. In particular, real-time services

involving stringent delay constraints are expected to be increasingly popular among

users of mobile equipments. This dissertation analyzes the joint in�uence of the

channel fading and the data outsourcing process in the QoS metrics (with particular

emphasis on the delay) of a wireless system. As basis for the analysis we propose the

application of the e�ective bandwidth theory. This theory has been widely employed

in wired networks and more recently adapted to wireless communication systems.

Within the e�ective bandwidth framework, we �rst do a revision on tra�c mod-

eling for wireless networks and study the e�ective bandwidth functions of several

common tra�c models. On the channel process side, expressions of the channel

e�ective bandwidth function (also known as e�ective capacity) are obtained for un-

correlated and time-correlated �at Rayleigh channels, and under di�erent adaptive

rate policies. The procedure to obtain these functions is generic and could be applied

to other channel models.

The e�ective bandwidth theory makes feasible the analysis of the distribution

tail of the loss probability and the delay. For example, the percentile of the delay

and the tradeo� between delay and source rate are obtained. The delay su�ered by

certain information �ow depends not only on the transmission rate but also on the

distribution and self-correlation of the information process. Even in wired systems

(constant rate channels) di�erent distributions of the information process having

the same average rate will cause di�erent delays. Indeed, the better conditions for

the delay are obtained when the incoming user tra�c is constant. For any other

source process, the delay performance degrades.

Besides, we propose the de�nition of a new capacity in a wireless system, the

Capacity with Probabilistic Delay Constraint, CDt, ε. This is the maximum infor-

mation rate that can be transmitted over the channel under a target BER and a

v



probabilistic delay constraint given by the pair (Dt, ε), where Dt is the target delay

and ε is the probability of exceeding Dt. In short, the new capacity re�ects in a

single metrics the tradeo� among the channel fading, the source parameters and the

QoS requirements.

Next, an OFDM system is tackled with the same techniques applied in the �at

channel, assuming now a frequency selective channel that exhibits not only time

correlation but also frequency correlation among the subcarriers. The analysis of

the delay shows how much the maximum allowable rate decreases with the time or

frequency correlation of the channel.

In the last part of the thesis, multiplexing of users over multiple shared fading

channel is addressed. A new element comes up in this case: the scheduling algorithm.

We propose a multiuser formulation of the system model and redo the analysis,

calculating the maximum rate that each user can transmit by ful�lling a target

BER and its own delay constraint, and under a given scheduling discipline. The

analysis is done �rst in a single channel link and later on generalized to multiple

shared channels employing OFDMA as multiplexing mechanism. Now it is not only

the delay constraint and the channel and source process that in�uence the source

rate, but also the discipline that rules the system. Three representative multiplexing

algorithms are analyzed: Round Robin, Best Channel and Proportional Fair. The

tradeo� between fairness and disciplines is examined with numerical results.

In summary, this thesis shows that the delay exhibits high sensitivity to the

burstiness of the tra�c, to the time or frequency correlation of the channel and to

the scheduling discipline. The results are validated by confronting to simulations.

Moreover, the proposed procedure is generic and can be extended to other disciplines

and tra�c and channel models. Nevertheless, the e�ective bandwidth function of

the source and the channel process cannot always be explicitly evaluated. For such

cases, a semi-analytical strategy is also proposed.
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Resumen

Garantizar calidad de servicio (Quality of Service, QoS) es un reto importante en

el diseño de las próximas generaciones de redes inalámbricas. En concreto, se es-

tima que los servicios de tiempo real, que implican fuertes restricciones de retardo,

serán cada vez más populares entre los usuarios de equipos móviles. Esta tesis anal-

iza la relación entre los desvanecimientos del canal, la fuente de información y los

parámetros de calidad de servicio (con especial atención al retardo) en un sistema

inalámbrico. Se propone la aplicación de la teoría del ancho de banda efectivo como

base para el análisis. Se trata de una teoría ampliamente aplicada en redes cableadas

y que recientemente ha sido adaptada para su uso en sistemas inalámbricos.

En el marco de la teoría del ancho de banda efectivo, en primer lugar se hace una

revisión de modelos de trá�co y se estudia la correspondiente función de ancho de

banda efectivo. En lo que se re�ere al proceso del canal, se calculan las expresiones de

la función ancho de banda efectivo (también conocida como capacidad efectiva) para

canales Rayleigh incorrelados y con correlación temporal, y bajo distintas políticas

de adaptación de la velocidad. El procedimiento para obtener la función ancho de

banda efectivo del canal es genérico y podría ser aplicado a otros modelos de canal.

Una vez estudiadas las funciones ancho de banda efectivo de la fuente y del canal,

es posible analizar la cola de la distribución del retardo. Así, se estudian paráme-

tros como el percentil del retardo y la relación entre retardo y velocidad de fuente.

El retardo que sufre cierta información no depende sólo de la velocidad de trans-

misión del canal, sino también de la distribución y la autocorrelación del proceso

fuente. Incluso en sistemas cableados (con velocidades de transmisión constantes)

sucede que dos procesos fuente con la misma velocidad media pero siguiendo una

ditribución distinta darán lugar a distintos valores de retardo. En cualquier caso,

las mejores condiciones de retardo se consiguen cuando el usuario genera trá�co a

una velocidad constante. Para cualquier otro proceso fuente, las prestaciones en

términos de retardo empeoran.
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Además, se propone la de�nición de una nueva capacidad en un sistema inalám-

brico, la capacidad con una restricción probabilística de retardo CDt,ε. Es la máxima

velocidad de información que se puede transmitir por un canal bajo una restricción

en la BER y una restricción en el retardo, dada esta última por la pareja (Dt, ε),

dondeDt es el retardo objetivo y ε es la probabilidad de superarDt. En de�nitiva, la

nueva capacidad recoge en un único parámetro la relación entre los desvanecimientos

del canal, los parámetros de la fuente y los requisitos de QoS.

A continuación, se analiza un sistema OFDM con las mismas técnicas empleadas

en el canal plano, suponiendo ahora un canal selectivo en frecuencia que presenta

no sólo correlación temporal sino también frecuencial entre las distintas portadoras.

El análisis del retardo muestra cuánto decrece la máxima velocidad de fuente con la

correlación (temporal o frecuencial) del canal.

En la última parte de esta tesis, se aborda la multiplexación de usuarios en

un canal con desvanecimientos. Aparece un nuevo elemento en el sistema: el al-

goritmo de multiplexación. Se rehace el análisis con el nuevo modelo de sistema.

Se calcula la máxima velocidad que puede transmitir cada usuario bajo una BER

objetivo y una restricción de retardo (propia de cada usuario), y con una disci-

plina de multiplexación dada. El análisis se hace primero con un único canal (canal

plano) y después se generaliza para multicanal, usando OFDMA como técnica de

multiplexación. En este nuevo escenario, no sólo la restricción de retardo y el pro-

ceso canal y fuente in�uyen en la velocidad de fuente admisible, sino que también

la disciplina con la que se selecciona al usuario que va a transmitir tiene un gran

impacto en los resultados. Se han analizado tres algoritmos de multiplexación ha-

bituales: Round Robin, Best Channel y Proportional Fair. El balance entre justicia

y disciplina se puede evaluar con los resultados aportados.

En resumen, en esta tesis se ha comprobado la alta sensibilidad del retardo a

la variabilidad del trá�co, a la correlación temporal o frecuencial del canal y al

algoritmo de multiplexación. Los resultados analíticos presentados se han validado

comparándolos con simulaciones. Además, el procedimiento propuesto es genérico

y podría extenderse a otras disciplinas, modelos de trá�co y modelos de canal. En
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cualquier caso, las funciones de ancho de banda efectivo de una fuente y un canal no

siempre se pueden evaluar analíticamente. Para esos casos, se aporta una estrategia

semianalítica.
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Chapter 1

Introduction

The last two decades have witnessed a tremendous growth in the wireless commu-

nication industry. First generation (analog voice) and second generation (digital

voice and low-rate data) wireless networks have been vastly deployed. While �rst

systems focused on voice services, future generation wireless networks are targeted

to transmit multimedia applications, including real-time transport of image, voice

and video. The tra�c characteristics and real-time nature of these multimedia ap-

plications pose new challenges to the design, implementation and management of

future high speed networks.

In a multimedia environment, di�erent applications can have very diverse Qual-

ity of Service (QoS) requirements, making the provisioning of QoS a non trivial

problem to be faced. In particular, real-time services involving stringent delay con-

straints are expected to be increasingly popular among the users of mobile systems.

Furthermore, providing QoS is especially challenging in wireless networks, where

low reliability of wireless links along with their time varying nature may result in

severe QoS violations.

This thesis addresses the analysis of QoS parameters in a wireless system. Specif-

ically, the joint in�uence of channel fading and data outsourcing processes in QoS
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2 Introduction

metrics such as delay, Bit Error Rate (BER) and throughput is analyzed, getting

fundamental limits that can be of great use in the planning and design of future

wireless networks.

This introductory chapter is organized as follows. The motivation for this re-

search is presented in Section 1.1, while Section 1.2 states the addressed problem.

Section 1.3 collects the contributions of the thesis. The structure of the dissertation

is summarized in Section 1.4. Finally, the publications resulting from this thesis are

listed in Section 1.5.

1.1 Motivation

Providing QoS guarantees to di�erent applications is a key issue in the design of

next generation of high-speed wireless networks. Usually, the wireless channel is

much more hostile than the models employed in wired communications. The low

reliability of the channel and its time varying nature make the provisioning of QoS

especially challenging in this kind of networks.

The QoS metrics of interest are likely to vary from one application to another,

but are predicted to include measures such as throughput, BER and delay. Unlike

traditional data communication, where system performance is largely measured in

terms of the average overall throughput and loss rate, real-time communications

may require QoS guarantees expressed in terms of the delay, not only the mean

delay but other statistical indicators such as the jitter or the P-percentile of the

delay [3GPP 2009] [Tang 2007a].

Some applications such as medical applications demand reliable and timely de-

livery of information. In these cases it is critical to guarantee that no packet is lost

or delayed during the packet transmission. We refer to this type of QoS guarantees

as deterministic QoS guarantees [Wrege 1996] [Wu 2003b]. On the other hand, for a
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majority of multimedia applications such stringent QoS requirements are not essen-

tial. This is because these applications can in general tolerate a small fraction of lost

or delayed packets while maintaining reasonably good quality. We call this type of

QoS guarantees statistical QoS guarantees. Examples of these soft real-time appli-

cations are video conferencing, radio/TV broadcast or interactive games. In wireless

networks, the channel response varies randomly with time and so does the capac-

ity. Therefore, an attempt to provide deterministic QoS (i.e., requiring zero QoS

violation probability) will most likely result in extremely conservative guarantees.

User multiplexing for QoS guarantees is an active research topic in wireless sys-

tems [Chen 2006], under di�erent names such as subcarrier and slot allocation, re-

source allocation or scheduling. Most current tra�c sources are variable-rate, and

their requirements of transmission resources �uctuate. On the other hand, in a

spatially distributed multiuser environment channel quality varies asynchronously

for di�erent users. In new wireless systems, adaptive schemes are applied in the

transmission so that some parameters such as constellation size and coding rate are

modi�ed dynamically, trying to adapt to the time-varying conditions of the channel.

Exploiting both the source diversity and the variations in channel conditions can

increase the system throughput.

A scheduling scheme ideally should be able not only to handle the uncertainty

of the channel but also to exploit it, i.e., opportunistically serve users with good

channels. Using such an approach leads to a system capacity that increases with

the number of users (due to multiuser diversity) [Knopp 1995]. The performance

for a user will depend on the channel condition he experiences and hence di�erent

performance is expected when the same resource is assigned to di�erent users.

Many questions regarding the performance of most used opportunistic algorithms

are still open. For example, very few works consider the delay or study the treat-

ment given to each user [Berry 2002] [Entrambasaguas 2007]. The main di�culty in

obtaining analytical results comes from the fact that the classical queueing theory,
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which usually employs �xed rate servers and uncorrelated processes, is no longer

suitable. Moreover, the result is linked to the scheduling discipline and the anal-

ysis has to be done algorithm by algorithm. To the best of our knowledge, the

papers with analytical results in the literature either use simple channel models

[Ying 2006] [Neely 2009] or only provide bounds on the QoS metrics [Neely 2003]

[Georgiadis 2006]. This observation motivated us to start this work. Thus, the aim

of this thesis is to analyze the QoS metrics, in particular the delay, in multiuser

wireless systems with variable-rate sources and shared fading channels.

1.2 Problem statement

In the �rst part of the thesis the single user system depicted in Figure 1.1 is ad-

dressed. In this model, data arrive from some higher layer application and are

placed into a transmission bu�er. Periodically the transmitter removes some of the

data from the bu�er to be transmitted over the wireless channel. It is assumed

that the transmitter can allocate communication resources based on both the bu�er

occupancy and its perfect knowledge of the channel.

Upper

Layers

Upper

Layers

Channel State Information

Transmitter
Fading

Channel
Receiver

Figure 1.1: System model.

The equivalent discrete-time queueing model in Figure 1.2 is used to tackled

the analysis of the information processing. The source process characterizes the
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incoming user tra�c and the server represents the information transmitted to the

wireless channel. The channel is assumed to be a Rayleigh fading channel. Both

processes (source and channel) are variable and possibly correlated, making the

classical queueing theory not applicable. Following the work in [Wu 2003b] we

propose the application of the e�ective bandwidth theory [Chang 1995a] to analyze

the system.

Fading

Channel

Source

Figure 1.2: Queueing system.

One of the factors that a�ects the delay, but surely not the only one, is the

variable channel transmission rate, which depends on the random response of the

wireless channel. The bursty nature of the tra�c source is also harmful to the delay

su�ered by an information �ow. Even in wired systems (constant rate channels)

di�erent distributions of the information process having the same average rate will

cause di�erent delays [Entrambasaguas 2007]. By means of the e�ective bandwidth

theory, we study the tradeo� among the following three elements: tra�c source,

channel process and QoS requirements (throughput, delay, BER).

In the second part of the dissertation, we extend the system making it multiuser

(Figure 1.3), and redo the analysis.

The channel is shared among U users whose incoming tra�cs are characterized

by U source processes, respectively. A new element comes up in this multiuser sce-

nario: the scheduling discipline. The scheduler allocates the resources to users based

on the bu�er occupancy, the channel state information and the selected scheduling

discipline. Together with the channel process and the tra�c source, the schedul-

ing scheme has deep in�uence in the QoS guarantees that each user can expect.
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Channel State Information

User 1

User 2

User U

…

…

Transmitter
Fading

Channel
Receiver uth

Scheduler

Figure 1.3: Multiuser system model.

The channel can be a single link or a set of physical channels. In this case, the

transmission medium is divided into units (resources) to be allocated to users like,

for example, in OFDMA (Orthogonal Frequency Division Multiple Access), where

subcarriers and time slots are the resources.

1.3 Contributions of this dissertation

The contributions of this thesis are the following:

• We propose an analysis of the QoS in a wireless system based on the application

of the e�ective bandwidth theory. The e�ective bandwidth theory has been

widely employed in wired networks to analyze the statistical multiplexing.

Recognizing that the classical queueing theory is not valid for queues using

correlated physical-layer channel models, we follow the work in [Wu 2003b]

and apply the e�ective bandwidth theory to a wireless systems, with the aim

of getting fundamental limits in QoS parameters such as the delay and the

loss probability.
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• The e�ective bandwidth function of a frequency-�at Rayleigh channel (also

known as e�ective capacity [Wu 2003b]) is analytically calculated under two

di�erent adaptive rate policies: continuous and discrete. This function is

obtained �rst for an uncorrelated Rayleigh channel and later on generalized

to time-correlated channels. To address the e�ective bandwidth function of

the channel, the log moment generating function of the process is needed. By

applying the Central Limit Theorem (CLT) the calculation comes down to the

computation of the mean and the variance of the channel rate.

• With the e�ective bandwidth function of the channel and the source it is

feasible to study the delay in a wireless system. First of all, the analysis is

done for a �at Rayleigh channel. In particular, the percentile of the delay, the

probability density function of the delay and the tradeo� among delay, source

rate and channel conditions are investigated.

• A new de�nition of capacity in a wireless system is proposed. In wireless com-

munications, the delay-limited capacity is associated to the maximum �xed-

rate that can be deterministically guaranteed, which implicitly ensures delay.

This capacity is zero for the case of Rayleigh fading channels. In such cases,

we propose the de�nition of its probabilistic version, the Capacity with Proba-

bilistic Delay Constraint, which indicates the maximum constant information

rate that can be transmitted over the channel while accomplishing a target

BER and a delay constraint. The delay constraint is given by the pair (Dt, ε),

being Dt the target delay and ε the probability of exceeding Dt.

• The analysis performed over a �at channel is extended to a multichannel sys-

tem over a frequency selective channel. The e�ective bandwidth of a frequency

selective Rayleigh channel is obtained following the same procedure applied in

the case of �at channels. Then, expressions of the percentile of the delay in

this new scenario are given. Finally, the capacity with probabilistic delay con-

straint is obtained for an OFDM system over a frequency selective Rayleigh
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channel.

• A multiuser system under several scheduling algorithms is addressed. For that

purpose, the single user system model is generalized, so that now each user

has his own queue and the shared channel has to empty the queues according

to the set scheduling discipline. The channel can be a single link or a multi-

ple shared channel. Three representative allocation algorithms are analyzed:

Round Robin [Hanssen 2004], Best Channel [Knopp 1995] and Proportional

Fair [Shakkottai 2001]. The analytical results of the maximum achievable rate

of each user under a delay constraint show the tradeo� between performance

and fairness for the three disciplines. The employed procedure is generic and

can be extended to the study of any other discipline.

1.4 Outline of the dissertation

A diagram with the organization of this dissertation is shown in Figure 1.4. In Chap-

ter 2 we do a literature review on the e�ective bandwidth theory, which provides the

basis for the analysis of the system, and present the system model employed along

this thesis.

In Chapters 3 and 4 we investigate the e�ective bandwidth functions of several

tra�c sources and of a �at Rayleigh channel.

The calculation of the e�ective bandwidth functions makes possible the analysis

of the delay in �at Rayleigh channels, as presented in Chapter 5.

In Chapter 6 the previous results are generalized to frequency selective Rayleigh

channels.

In Chapter 7 we extend the system model to a multiuser system under di�erent

scheduling disciplines and redo the analysis. In particular, Round Robin, Best
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Chapter 3
EBF of several 

traffic sources

Chapter 4
EBF of flat 

Rayleigh channels

Chapter 5
Delay constrained 

communications over 

flat Rayleigh channels

Chapter 6
Delay constrained 

communications over 

frequency selective 

channels

Chapter 7
Delay constrained 

multiuser

communications

Chapter 2
Effective Bandwidth 

Theory for wireless 

channels

Figure 1.4: Organization of the thesis.

Channel and Proportional Fair schemes are investigated. The analysis is done �rst

for a single link and then generalized to a multiple shared fading channel.

In Chapter 8 we summarize the dissertation and point out future research direc-

tions.

1.5 Author's publication list

The research conducted during this thesis resulted in the following publications:
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Chapter 2

E�ective Bandwidth Theory for
wireless channels

The theory of large deviations, known as the theory of rare events, has served as a

basis for the development of the e�ective bandwidth theory (EBT) [Chang 1995a],

which is applied in this thesis to address the analysis of QoS parameters in a wireless

system. The EBT has been widely employed for analyzing the statistical multiplex-

ing in wired networks such as Asynchronous Transfer Mode (ATM) networks. More

recently, its adaptation to the wireless world has been developed by means of a link-

layer channel model dual to the e�ective bandwidth model and suitable for wireless

communication systems [Wu 2003b].

The fundamentals of the large deviations theory and the e�ective bandwidth

theory can be found in Appendix A.

In this chapter, we present the application of the EBT to the analysis of the

wireless system addressed in this thesis. The chapter is organized as follows. Sec-

tion 2.1 reviews the existing literature on EBT. Section 2.2 describes the proposed

single-user single-channel system model. The e�ective bandwidth analysis of this

system model is detailed in Section 2.3. Generalizations of the model to multi-

user multi-channel systems are presented in Section 2.4. Finally, some concluding

13
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remarks are done in Section 2.5.

2.1 Bibliography review

The e�ective bandwidth theory was initiated by Chang [Chang 1994] [Chang 1995a].

The system model consists of a queueing system with the server modeling the channel

and the queue storing user's data. De�ned for ATM networks, it expresses the

bandwidth (i.e. the constant channel rate) that a source needs to satisfy certain

QoS requirements. In [Chang 1995b], Chang and Zajic extend the results to queues

with time varying capacity in the server.

In [Kelly 1996] a unifying de�nition of the e�ective bandwidth is introduced.

The de�nition summarizes the statistical characteristics of tra�c over di�erent time

and space scales, and builds on earlier work on e�ective bandwidths and asymp-

totic models. Illustrative examples which demonstrate the unifying property of the

de�nition include periodic sources, fractional Brownian input, policed and shaped

sources, and deterministic multiplexing.

Several works evaluate the e�ective bandwidth function of various tra�c sources

[Kessidis 1996] [Chou 1996]. In [Courcoubetis 1994] the authors propose a simple

measure of the e�ective bandwidth function of stationary tra�c sources including

the mean rate, the index of dispersion and the size of the bu�er.

In [Choudhury 1996] the theory is applied to the connection admission control.

The idea is to assign each source an e�ective bandwidth requirement, and then

consider any subset of source feasible if the sum of the required e�ective bandwidths

is less than the total available bandwidth.

The e�ective bandwidth function has been of great help in the study of the impact

of the burstiness of real broadband tra�c on the performance of the network and on

its resource sharing capabilities. In [Courcoubetis 1999] the theory is applied under
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various mixes of real tra�c, with the goal of clarifying the e�ects of the time scales

of tra�c burstiness and of the tra�c control mechanisms on the link performance.

Unlike its wired counterpart, a wireless connection su�ers fading. In [Wu 2003b],

Wu and Negi developed a link-layer channel model dual to the e�ective bandwidth

model which is suitable for wireless communication systems. Additionally, they

termed the e�ective bandwidth function of the channel process as e�ective capacity

and proposed an algorithm for estimating it from the channel dynamics, which was

applied by some of their followers [Quimi 2005].

The same authors in [Wu 2003b] made an attempt to evaluate the e�ective band-

width function of the channel process but the result is given only for very low Signal

to Noise Ratio (SNR).

Several works following [Wu 2003b] employed this link-layer model and showed

that is capable of predicting the QoS metrics under various conditions. In [Quimi 2005]

the e�ective capacity model is applied to the transmission of variable rate tra�c and

measurements are made for several source and channel realizations. In [Liu 2007] the

tradeo� among spectral bandwidth, power and code rate is studied with the wireless

channel modeled through a Markov chain. Plenty of authors have opted to use a

Finite State Markov Chain (FSMC) to model the wireless channel [Hassan 2004]

[Park 2006] [Tang 2006]. In [Tang 2007b] the optimum power control for an un-

correlated fading channel is evaluated in order to maximize the e�ective capacity

under certain QoS. In [Park 2006] the authors propose a cumulative distribution-

based scheduling algorithm and analyze its performance using the e�ective capacity

model. In [Femenias 2009] a two-dimensional Markov model is considered to ad-

dress a cross-layer design in a wireless network combining adaptive modulation and

coding (AMC) with an automatic repeat request (ARQ) protocol.

The e�ective capacity model has also been applied to systems exploiting the di-

versity gain with multiple antennas or relay techniques. In [Zhang 2006] the authors



16 E�ective Bandwidth Theory for wireless channels

employ a FSMC to model a Multiple Input Multiple Output (MIMO) channel with

adaptive modulation and coding and evaluate the e�ective capacity function. In

[Ren 2009] a resource allocation scheme subject to a QoS requirement in a multi-

relay cooperative wireless network is proposed.

To sum up, the e�ective bandwidth theory has been an active topic in the last

twenty years, for wired networks during the 90's and for wireless networks with the

e�ective capacity model in the last years.

2.2 System model

The analysis of the single-user single-channel system model presented in Section

1.2 is tackled by means of the discrete-time queueing model in Figure 2.1. Here

the source process characterizes the incoming user tra�c and the server represents

the information transmitted to the wireless channel. The bits generated by the

source are �rst put into a bu�er to accommodate the mismatch between the time-

variant source and the time-variant channel rate. Physical time is divided into units

referred to as symbol periods and represented by the transmission discrete time

unit, n. The channel response of each user is assumed to be constant over the

symbol. The channel is allocated on a symbol-by-symbol basis: every new symbol,

the transmitter removes some of the data from the bu�er and transmits it over the

wireless channel.

[ ]a n
[ ]c n[ ]Q n

Fading

Channel

Source

Figure 2.1: Queueing system.
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There are two broad categories of tra�c models. One option is to consider each

packet individually. The random process used as a tra�c model generates values

representing the arrival times of individual packets (or equivalently the inter-arrival

times between successive packets). The other alternative is a �uid model, where the

source is described by the rate at which work arrives at the bu�er.

On the other hand, the instantaneous gain of the wireless channel is, in general,

a time-variant and autocorrelated random process. It is assumed that the transmit-

ter employs adaptive techniques with constant transmitted power [Chung 2001], so

that some transmission parameters such as the constellation size are modi�ed dy-

namically, seeking to adapt to the time-varying conditions of the physical channel.

Roughly speaking the service rate is also time-variant, and thus the system under

study is a queue with autocorrelated arrival and service rates. The connection of

the service rate with the channel process is detailed in Chapter 4.

In the �uid model in Figure 2.1, the incoming user tra�c has an instantaneous

rate a[n] and the wireless channel can transmit at an instantaneous rate of c[n]. The

processes a[n] and c[n] are not necessarily white and represent the amount of bits

per symbol generated by the source and transmitted by the server, respectively.

The accumulated source rate A[n] is the amount of bits generated by the source

from 0 to instant n− 1:

A[n] =
n−1∑
m=0

a[m] (2.2.1)

Similarly, the accumulated channel process is:

C[n] =
n−1∑
m=0

c[m] (2.2.2)

The queue size is assumed to be in�nite and Q[n] denotes the length of the

queue at time n. The dynamics of the system is characterized by the discrete-time
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equation:

Q[n] = (Q[n− 1] + a[n]− c[n])+ (2.2.3)

where (x)+ , max(0, x).

We refer to the delay of the bits leaving the queue system at time n as D[n]. It

is the time from the moment a bit arrives to the bu�er until its service is completed.

Notice that no encoding of the data is considered. Hence the delay experienced by

data is due to the time spent in the bu�er. If encoding/decoding were included,

a second component of the delay would correspond to the time from when data

is encoded until it is decoded. Information theory treatments typically consider

only the delay due to the encoding and decoding processes. Bu�er delay is usually

considered a network layer problem and separated from physical layer considerations.

From now on, the term delay refers to the bu�er delay.

On the other hand, loss ratio is the ratio between the total number of bits lost

and the total number of bits arriving. The underlying assumption in the de�nition

of loss ratio is that the bu�er is �nite, and bits arriving when the bu�er is full

are lost. Furthermore, to de�ne over�ow probability we usually consider an in�nite

bu�er queue, and de�ne over�ow probability as the probability (or the proportion

of time) that the number of bits in the bu�er exceeds a certain threshold.

2.3 E�ective bandwidth analysis

The single-user single-channel scenario is analyzed by means of the e�ective band-

width theory. The asymptotic log-moment generating function of the process Q[n]

is de�ned as [Chang 1995a]:

Λ(υ) = lim
n→∞

1

n
logE

[
eυQ[n]

]
∀υ ≥ 0 (2.3.1)

Since a[n] and c[n] are independent from each other, Λ(υ) may be decomposed
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into two terms:

Λ(υ) = ΛA(υ) + ΛC(−υ) (2.3.2)

where ΛA(υ) and ΛC(υ) are the log-moment generating functions of the accumulated

source process A[n] and the accumulated channel process C[n], respectively.

Besides, the e�ective bandwidth function (EBF) of the process a[n] is de�ned as:

αA(υ) = ΛA(υ)/υ = lim
n→∞

1

nυ
logE

[
eυA[n]

]
∀υ ≥ 0 (2.3.3)

and, similarly, the EBF of the channel process c[n] is:

αC(υ) = ΛC(υ)/υ = lim
n→∞

1

nυ
logE

[
eυC[n]

]
∀υ ≥ 0 (2.3.4)

If the source and the channel processes are stationary and the steady state queue

length exists (i.e. given a threshold B, sup
n
Pr {Q[n] > B} = Pr {Q(∞) > B}), then

the workload processQ[n] satis�es a Large Deviation Principle (LDP) and the follow-

ing asymptotic behavior for the queue length exceeding B is ful�lled [Chang 1995a]:

Pr{Q(∞) > B} ≍ e−θB B → ∞ (2.3.5)

where f(x) ≍ g(x) means that lim
x→∞

f(x)/g(x) = 1 and θ, the QoS exponent, is the

solution to [Chang 1995b]:

Λ(υ) |υ=θ= 0 ⇒ ΛA(υ) + ΛC(−υ) |υ=θ= 0 (2.3.6)

With the de�nition of EBFs in (2.3.3) and (2.3.4), the equation to obtain θ can

also be expressed as:

αA(υ)− αC(−υ) |υ=θ= 0 (2.3.7)

In related literature [Wu 2003b], αC(−υ) is referred to as the e�ective capacity

function but, since it is the e�ective bandwidth function of the channel process, we
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prefer to keep the term e�ective bandwidth function for all the processes involved

in the analysis.

A more accurate approximation for small values of B includes the probability

that the queue is not empty, denoted by η = Pr{Q[n] > 0}. Then, the following

less conservative approximation for the tail probability of the queue is satis�ed:

Pr{Q(∞) > B} ≈ η · e−θB (2.3.8)

As in the queue length process, the steady state solution for the delay process

exists, which means that given a delay Dt, sup
n
Pr {D[n] > Dt} = Pr {D(∞) > Dt}.

Moreover, the probability of exceeding Dt, denoted throughout this thesis as target

delay, can be written as follows [Wu 2003a]:

ε = Pr{D(∞) > Dt} ≈ η · e−θ·αA(θ)Dt

= η · e−θ·αC(−θ)Dt (2.3.9)

where ε is the probability of exceeding the target delay Dt and provides a measure

of the percentile of the delay directly as 1 − ε. The expression in (2.3.9) is the

starting point of our analysis of probabilistic QoS guarantees in a wireless system.

It is linked to the EBF of the arrival and the service processes through the QoS

exponent θ. Next, we dig deeper into the meaning of αA(υ) and αC(υ).

The e�ective bandwidth curves

The stochastic behavior of an arrival process or a service process is modeled asymp-

totically by its e�ective bandwidth. On the one hand, the e�ective bandwidth of

the source expresses the minimum constant service rate required by a given arrival

process in order to guarantee certain QoS requirements. A high value of the param-

eter υ of the function indicates a more severe QoS requirement (i.e. smaller Dt or

smaller ϵ); hence a higher value of the service rate will be needed to guarantee the

QoS requirement. Likewise, a small value of υ symbolizes loose QoS requirements.
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Thus, the e�ective bandwidth curve of a tra�c source αA(υ) (Figure 2.2) increases

with υ, starting always at the source mean rate, for υ = 0, and tending towards the

peak rate of the source as υ → ∞.

0
0

v

source peak rate

Shannon capacity

source mean rate

channel

source

MAX
v

unachievable QoS

( )
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( )
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Figure 2.2: Intersection of the e�ective bandwidth functions.

On the other hand, the e�ective bandwidth of the channel αC(−υ) indicates

the maximum arrival rate that a given service process can support by ful�lling the

QoS requirements. The curve in this case starts at Shannon's capacity when υ = 0

(no delay constraints are imposed) and decreases asymptotically with υ, since as

the QoS requirement becomes more stringent, the maximum constant source rate

the channel can support decreases. In the case of Rayleigh channels, where delay-

limited capacity is zero, the curve reaches zero at a certain point denoted as υMAX

in Figure 2.2. Higher values of υ imply QoS requirements that are not achievable

by that channel, whatever the tra�c source is.

When both concepts are joined and the whole scenario is studied, a working

point of the system can be de�ned and will correspond to the intersection of the two
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curves, as shown in Figure 2.2. This point is exactly the QoS exponent θ de�ned

in equation (2.3.7). It symbolizes the point in which both the tra�c process and

the service process will be able to accomplish the QoS requirements. Probabilistic

delay guarantees can then be provided for a given channel and source thanks to

the analytical evaluation of θ, which requires computing the e�ective bandwidth

functions αA(υ) and αC(υ). In the case of the source, many source examples and its

corresponding EBF can be found in the literature. The di�culty lies in the channel

side, where the expectation in (2.3.4) has to be obtained for the channel process.

Several representative models for the source and the computation of its corre-

sponding EBF αA(υ) are presented in Chapter 3. In Chapter 4 we carry out the

evaluation of the EBF for �at Rayleigh channels. Both results are combined in

Chapter 5 to analyze the delay in a wireless system. The procedure is extended to

frequency-selective channels and multiuser systems in Chapters 6 and 7, respectively.

2.4 Generalization

In this Section, the generalization of the system model to multiuser and multichannel

scenarios is presented. The multi-channel case will be studied in Chapter 6, and the

multi-user system in Chapter 7. In both cases, the e�ective bandwidth theory is

applied in a similar way as the one presented in this Chapter.

Single-user multi-channel

The term multi-channel refers here to the organization of the resources into a set

of physical channels. Each physical channel or subchannel or subcarrier can be

allocated to a speci�c user during a session (dedicated physical channel) or time-

shared by several users (user multiplexing). In this �rst generalization of the system

only one user is considered.
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The queueing system is shown in Figure 2.3. It is an extension of that applied

for the single-channel. The source process characterizes the incoming user tra�c

and F servers in parallel model F subchannels.
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Figure 2.3: Multi-channel system model.

With the same discrete-time �uid model applied in �at channels, a[n] is the

instantaneous source rate. On the other hand, subchannel f can transmit at an

instantaneous rate cf [n], so that the total instantaneous rate of the wireless channel

is:

c[n] =
F∑

f=1

cf [n] (2.4.1)

Multi-user single-channel

The multi-user single-channel case is depicted in Figure 2.4. The channel is shared

among U users, whose incoming tra�cs are characterized by U source processes.

Each user has its own queue where the data are stored before being transmitted.
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The scheduler allocates the channel to users: every new symbol, a user is selected

for transmission.
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Figure 2.4: Multi-user system model

Each incoming user tra�c has an instantaneous rate au[n]. On his side, the

wireless channel can transmit at an instantaneous rate c[n]. Each user has a po-

tential rate ru[n], which represents the channel rate that he may use if the channel

is assigned to him, and which depends on his channel conditions. Moreover, the

instantaneous channel rate of user uth, cu[n], is given by:

cu[n] =

{
ru[n] if channel is assigned to user u

0 in other case
(2.4.2)

Since the channel is shared among U users, c[n] can be expressed:

c[n] =
U∑

u=1

cu[n] (2.4.3)

Notice that in the sum above only one of the terms is non-zero, corresponding

to the user allocated to the channel.
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Multi-user multi-channel

Finally, the last step is to consider a multi-user wireless system over a fading multi-

channel. Figure 2.5 illustrates the queueing system model.
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Figure 2.5: Multi-user multi-channel system model

F servers model the F subchannels. The scheduler assigns resources (subchan-

nels) to users at every symbol. Each user has a potential rate rfu[n] at each subcarrier,

which represents the channel rate that he may use at subchannel f if it is assigned

to him. The instantaneous transmission rate seen by user uth is:

cu[n] =
F∑

f=1

cfu[n],

cfu[n] =

{
rfu[n] if subcarrier f is assigned to user u

0 in other case
(2.4.4)

Moreover, the total transmission rate at subcarrier f is:

cf [n] =
U∑

u=1

cfu[n] (2.4.5)
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2.5 Summary

The study of QoS provisioning over wireless links demands a simple and e�ective

wireless model that can capture the nature of the key elements involved in the

system. In this thesis, the wireless transmitter is modeled by means of a queueing

system. The E�ective Bandwidth Theory is applied to do the analysis. In a single-

user single-channel system, the arrival process is modeling the instantaneous tra�c

generated by the user. and the server is representing the instantaneous transmission

rate of the channel, capturing physical layer procedures such as adaptive modulation

and coding.

We have provided key insights about the meaning of the EBF of the two processes

involved in the system: source and channel. We have introduced the di�culty

related to the analysis of the system, which basically lies in the computation of the

e�ective bandwidth function of the channel process. Finally, we have presented the

generalization to multi-channel and multi-user systems, to be addressed in the last

chapters of the thesis.



Chapter 3

E�ective Bandwidth Function of
several tra�c sources

The e�ective bandwidth theory provides the basis for analyzing several QoS pa-

rameters in a wireless system. Thereby, we �rst need to investigate the e�ective

bandwidth functions of the two processes involved: the arrival and the channel

process. Thoughout this chapter, the study of the arrival process is addressed.

In wireless systems, many e�orts have been done in the area of applying the

e�ective bandwidth theory to di�erent upper layer procedures. Nevertheless, little

work is devoted to include realistic tra�c sources in the scenario. In this chapter

we present a review on tra�c modeling including the evaluation of the EBF of the

models.

Section 3.1 introduces the problem of modeling tra�c in a wireless network. In

Section 3.2 a revision on the most usual tra�c models is done, and their correspond-

ing e�ective bandwidth function is discussed. As example of mix of tra�c, the pro-

posal by the IEEE 802.16 Broadband Wireless Access Working Group [802.16 2001b]

is investigated. Section 3.3 presents two methods for the estimation of the e�ective

bandwidth of a source, which have been used to validate the analytical solutions of

this chapter. Finally, some concluding remarks are discussed in Section 3.4.

27
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The evaluation of the e�ective bandwidth function of the 802.16 tra�c models

was published in [Soret 2008].

3.1 Tra�c modeling

Tra�c modeling and characterization have been intense areas of study in recent

years, and together have an enormous impact on provisioning of QoS guarantees

[Adas 1997]. Without the knowledge of tra�c characteristics, it is impossible to

provide tra�c speci�cation or schedule packets intelligently to satisfy the QoS re-

quirements of applications.

Two categories of tra�c modeling can be distinguished depending on the ap-

proach: approximating models and bounding models. Approximating models at-

tempt to characterize the behavior of the source tra�c using some mathematical

model. Within them, stochastic processes have been mostly used to model tra�c

within a network. A simple example is the two-state on-o� source typically applied

to model voice tra�c. In addition to stochastic processes, time series models have

also been used, for example, autoregression models for video tra�c and Internet

tra�c.

Unlike approximating models, bounding models attempt to upper bound the

amount of tra�c arriving from a source during a time interval. The models can be

either deterministic (with the theory started by Cruz [Cruz 1991] and continued with

the main contribution of LeBoudec [LeBoudec 2001]) or stochastic [Kurose 1992].

This thesis will focus on the approximating models. Speci�cally, stochastic pro-

cesses and autoregressive models are studied. Particular emphasis is given on the

so-called real-time services, for example video or audio services, wherein real-time

data streaming is provided.

The following tra�c models are presented next, together with the discussion of
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their corresponding EBF's:

• First of all, the simplest model is addressed: Constant Bit Rate (CBR) tra�c.

• Secondly, a review of the classical Markov models is presented.

• Streaming tra�c is often modeled through a simple autoregressive model. It

belongs to the most generic regression models, which de�ne explicitly the

next random variable in the sequence by previous ones within a speci�ed time

window and a moving average of a white noise.

• Lastly, as example of mix of tra�c in a current wireless system, we study

the proposal by the IEEE 802.16 Broadband Wireless Access Working Group

[802.16 2001b]. Each subscriber is characterized by his set of services, that

includes HTTP/TCP, FTP, voice and streaming activity. All the models are

based on the superposition of up to four Interrupted Poisson Processes (IPP).

3.2 EBF of several tra�c models

3.2.1 Constant source

The easiest case that may come to one's mind is a constant rate source, i.e., source

tra�c that arrives to the bu�er at a constant rate:

a[n] = λ (3.2.1)

where λ and a[n] are expressed in bits per symbol. In this case the term Constant

Bit Rate (CBR) is employed. The e�ective bandwidth of this source is constant:

αA(υ) = λ (3.2.2)
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Figure 3.1 shows three CBR sources with rate 2, 5 and 10 bits/symbol. Figure

3.1 (a) shows a realization of the process. a[n] is plot as a function of the symbol n.

In this case the tra�c is constant and so a[n] is. In Figure 3.1 (b), the EBF of the

source, which is also constant, is plot.
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Figure 3.1: Constant tra�c. (a) Realization of the process (b) E�ective bandwidth
function

Despite its simplicity, this model is widely employed in this thesis. It is well

known that if sources are more bursty, queueing performance is degraded [Ryu 1996],

and the service rate has to be increased in order to meet a �xed level of QoS. In par-

ticular, delay su�ered by an information �ow depends not only on the transmission

rate but also on the distribution and self-correlation of the information rate. There-

fore, the results for a constant source will represent the upper bound in the analysis

of the QoS, since the best conditions are always obtained with a CBR source with

regard to a Variable Bit Rate (VBR) source.
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3.2.2 Markov sources

In many situations, the activities of a source can be modeled by a �nite number of

states. In general, increasing the number of states results in a more accurate model

at the expense of increased computational complexity.

A Markov process with a discrete state space is referred to as Markov chain

[Kleinrock 1975]. A set of random variables {Xn} forms a Markov chain if, given

the current state xn, the probability that the next state is xn+1 depends uniquely

upon xn and not upon any previous values. Thus we have a random sequence in

which the dependency extends backwards one unit in time. This is known as Markov

property and can be expressed:

Pr[X(tn+1) = xn+1|X(tn) = xn, X(tn−1) = xn−1, ..., X(t1) = x1]

= Pr[X(tn+1) = xn+1|X(tn) = xn] (3.2.3)

If state transitions occur at integer values {0, 1, ..., n, ...} then the Markov chain

is discrete time. Otherwise, the Markov chain will be continuous time. Markov

property implies that the way in which the entire past history a�ects the future

of the process is completely summarized in the present, and does not depend on

previous states nor on the time already spent in the current state. This imposes

a heavy constraint on the distribution of time that the process may remain in a

given state. In fact, if we have a continuous time chain, the state time must be

exponentially distributed, since the exponential distribution is the only memoryless

continuous distribution. On the other hand, in the discrete time Markov chain

the process may remain in the given state follows a geometric distribution, the

memoryless counterpart of the exponential distribution in the discrete time domain.

In an Interrupted Poisson Process (IPP) there are two states (Figure 3.2). Data

are generated during ON state according to a given distribution and with average

rate h bits per symbol. During OFF state, there is no tra�c. µ is the average
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number of transitions from the ON state to the OFF state per unit of time and,

similarly, λ is the average number of transitions from the OFF state to the ON

state per unit of time. The transitions among ON and OFF state are exponentially

distributed whereas the distribution of the interarrival time during the active state

(ON) gives rise to di�erent types of IPP processes.

ON OFFh

µ

Figure 3.2: IPP process.

The instantaneous source rate of an IPP process is:

a[n] =

{
H if the process is in ON state

0 if the process is in OFF state
(3.2.4)

H ∼ Poiss(h) (3.2.5)

The e�ective bandwidth of an IPP is [Kessidis 1996]:

αA(υ) =
1

υ
log

λ+ µϕ(υ) +
√

(λ+ µϕ(υ))2 − 4(λ+ µ− 1)ϕ(υ)

2

 (3.2.6)

where ϕ(υ) is the moment generating function of the interarrival process during ON

state (deterministic, exponential...).

There is a special kind of IPP process in which the rate during ON state is

deterministic (Figure 3.3). Therefore, during sojourn time in the ON state the

process generates data with �xed rate h and the time spent in ON and OFF states

is exponentially distributed with average rate µ and λ, respectively. This model is
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h

ON ON ON ON

Figure 3.3: ON-OFF process.

the classical ON-OFF process, which has been widely used in the literature to model

voice tra�c. It is also called IDP (Interrupted Deterministic Process).

In this case, the instantaneous source rate a[n] can be written:

a[n] =

{
h if the process is in ON state

0 if the process is in OFF state
(3.2.7)

The mean arrival rate of an ON-OFF source is mA = h λ
λ+µ

and the EBF yields

[Kelly 1996]:

αA(υ) =
1

2υ

[
h · υ − µ− λ+

√
(h · υ − µ+ λ)2 + 4 · λ · µ

]
(3.2.8)

Figure 3.4 shows the ON-OFF process. In Figure 3.4 (a) a realization of the

instantaneous source rate a[n] for the ON-OFF process is plot. Figure 3.4 (b)

illustrates the e�ective bandwidth curve for di�erent values of the parameters λ

and µ. The EBF exhibits the expected behaviour of an e�ective bandwidth curve,

starting at the mean rate (mA = 1) of the source when no QoS is required (for

υ = 0) and asymptotically approaching the peak rate (h = 2) when υ → ∞.

It can be observed that shorter ON-OFF periods (higher values of the transition

rates λ and µ) implies lower e�ective bandwidths. On the other hand, less variable

sources, with longer ON-OFF periods, demand higher channel rates in order to

accomplish certain QoS restriction.



34 E�ective Bandwidth Function of several tra�c sources

v
0 200 400 600 800 1000

0

0.5

1

1.5

2

2.5

3

n

[
]

a
n

mean rate

(
)

A
v

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

0.01

0.10

0.50

µ

µ

µ

= =

= =

= =

mean rate

2h = peak rate

(a) (b)

Figure 3.4: ON-OFF tra�c. (a) Realization of the process (b) E�ective bandwidth
function

3.2.3 Autoregressive tra�c

Autoregressive models belong to the most generic regression models, which de�ne

explicitly the next random variable in the sequence by previous ones within a spec-

i�ed time window and a moving average of a white noise.

An Autoregressive model of order p AR(p) has the following recurrence:

Xn = a1Xn−1 + a2Xn−2 + ...+ apXn−p + ϵn (3.2.9)

where ϵn is white noise and an are real numbers.

The literature on the modeling of streaming �ows is extensive. Although most

proposals are highly complex and take into account the long range dependence e�ect

present in this kind of tra�c, simple AR models have been proved to be appropriate

(and su�cient) when the goal is simply the study of the queueing performance (see

[Heyman 1996] [Ryu 1996]). Thus, AR models have been used to model the output

bit rate of VBR encoders, where successive video frames do not vary much visually.

For example, a video source is modeled through an autoregressive model of order
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1 in [Maglaris 1998]. The video source is approximated by a continuous �uid �ow

model that assumes that the output bit rate within a symbol period is constant and

changes from symbol to symbol according to the following AR(1) recurrence:

a[n] = ρA · a[n− 1] + q · w[n] (3.2.10)

where:

• a[n] is the bit rate at time n

• w = N (mw, 1) is Gaussian white noise of mean mw and variance 1

• ρA and q are constants, with |ρA| < 1

w[n] is chosen such that the probability of a[n] being negative is very small.

Nevertheless, there is always a probability to obtain a negative value of bit rate. In

such cases, a[n] is set to zero.

The e�ective bandwidth of this process is [Courcoubetis 1994]:

αA(υ) = r ·mw +
r2

2
· υ (3.2.11)

where:

• r = q
1−ρA

• mA = r ·mw is the mean of a[n]

Figure 3.5 illustrates the AR process. In Figure 3.5 (a) a realization of the process

a[n] is plot. In Figure 3.5 (b) the EBF of the autoregressive source is shown. In

both cases, the parameters suggested in [Maglaris 1998] are considered (see Table

3.1). Notice that the EBF is here a straight line, starting in the mean rate and

asymptotically approaching in�nite, owing to the fact that the peak rate of the



36 E�ective Bandwidth Function of several tra�c sources

source is in�nite. If a source has a �nite peak rate, then a constant rate channel at

the peak rate will guarantee any QoS requirement, no matter how stringent it is. On

the other hand, when the peak rate is in�nite (as in the case of the AR source) it is

not possible to ensure any QoS requirement. Thus, a deterministically guaranteed

delay (corresponding to υ → ∞) would not be possible for the introduced AR source.

Table 3.1: Parameters of the AR(1) model in [Maglaris 1998]

ρA 0.8781
q .1108
mw .572

r = q
1−ρA

.9889

mA = r ·mw .5199
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Figure 3.5: Autoregressive tra�c. (a) Realization of the process (b) E�ective band-
width function

3.2.4 The proposal of IEEE 802.16

There are two main problems for modeling Internet tra�c. First of all, Internet is

based upon a distributed architecture that makes it �exible and adaptable. Secondly,

the growth of the Internet has been di�cult to predict. In [802.16 2001b], the IEEE
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802.16 Broadband Wireless Access Working Group proposed a set of tra�c models

suitable for MAC/PHY Simulations in 802.16 networks. The proposal provides not

only the individual tra�c models for each service but also the percentages necessary

to de�ne the mix of tra�c arriving to an access point.

The standards and drafts from 802.16 technology are quite recent and therefore

updated with the last and predicted changes in Internet. This ensures the relevance

of the models. Besides, the proposed models are simple enough, making feasible

the analytical evaluation of the e�ective bandwidth function. This simplicity must

not be seen as a gap between the model and reality: as remarked in the AR source,

simple tra�c models have been demonstrated to be su�cient when the aim is the

study of the queueing performance, such as the one we are referring to here.

The proposal includes three di�erent services: voice, data (HTTP, TCP, FTP)

and streaming. All of them are based on the superposition of several (up to four)

generic IPP, so that the number of IPP's and the distribution involved in the ON

state give rise to the di�erent services.

Voice Tra�c

One IDP represents one voice source, with the parameters shown in Table 3.2. h is

expressed in packets per unit of time and λ and µ are transitions per unit of time.

They are chosen to match the most cited voice model with ON period of 352ms and

OFF period of 650ms, with the appropriate scaling.

Table 3.2: Parameters of the voice tra�c in the proposal of 802.16.

source h µ λ
IDP1 1.00 5.682 · 10−2 3.076 · 10−2

The instantaneous arrival rate is given by:
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a[n] =

{
h if the process is in ON state

0 if the process is in OFF state
(3.2.12)

The e�ective bandwidth function of an IDP process is the same presented in

(3.2.2). The results with the parameters in Table 3.2 are shown in Figure 3.6.

Figure 3.6 (a) shows a realization of a[n] and the e�ective bandwidth function is

plot in Figure 3.6 (b).
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Figure 3.6: 802.16 voice tra�c. (a) Realization of the process (b) E�ective band-
width function

Data Tra�c

Data tra�c is known to show self-similarity, i.e., autocorrelation coe�cients with a

slow or hyperbolic decay, associated with the existence of tra�c variability in several

time-scales. This self-similar nature is modeled with Long Range Dependent (LRD)

tra�c models [Leland 1994] [Adas 1997].

The generation of HTTP, TCP and FTP tra�c is based on the superposition of

4 IPP processes that, as shown in [Brady 1968], can characterize self-similar tra�c.
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All four processes follow exponential distribution both for transitions among ON

and OFF state and among packets during ON state, and di�erent parameters µ(i),

λ(i) and h(i) for representing four di�erent time scales, i = 1..4. Therefore, the 4IPP

model superimposes four di�erent time scales to generate an accurate representation

of data tra�c in Internet. Table 3.3 shows the parameters of data tra�c, where h(i)

is expressed in packets per unit of time and λ(i) and µ(i) are transitions per unit of

time. The mean rate of this tra�c is: mA =
∑4

i=1 h
(i) λ(i)

λ(i)+µ(i) .

The instantaneous arrival rate a[n] now is the sum of the rates of the four pro-

cesses:

a[n] = a(1)[n] + a(2)[n] + a(3)[n] + a(4)[n] (3.2.13)

where:

a(i)[n] =

{
H if the ith IPP process is in ON state

0 if the ith IPP process is in OFF state
(3.2.14)

H ∼ Poiss(h(i)) (3.2.15)

Table 3.3: Parameters of the data tra�c in the proposal of 802.16.

source h(i) µ(i) λ(i)

IPP1 2.679 4.571 · 10−1 3.429 · 10−1

IPP2 1.698 1.445 · 10−2 1.084 · 10−2

IPP3 1.388 4.571 · 10−4 3.429 · 10−4

IPP4 1.234 4.571 · 10−6 3.429 · 10−6

If the LRD nature is left out, the EBF can be directly evaluated as the sum of the

e�ective bandwidth function of IPP processes. With exponentially distributed inter-

arrival times and exponentially distributed sojourn times, it is just the superposition

of 4 IPP with the EBF in (3.2.6), each of them with their speci�c parameters:

αA(υ) =
4∑

i=1

α(i)(υ) (3.2.16)
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α(i)(υ) =
1

υ
log

λ(i) + µ(i)ϕ(i)(υ) +

√
(λ(i) + µ(i)ϕ(i)(υ))

2 − 4(λ(i) + µ(i) − 1)ϕ(i)(υ)

2


(3.2.17)

In this case, the moment generating function of the interarrival process during

the active state, ϕ(i)(υ), is needed. It is that of an exponential distribution:

ϕ(i)(υ) =
h(i)

υ − h(i)
(3.2.18)

The EBF in (3.2.17) has been validated by comparison with the measured EBF,

by means of the methods explained in Section 3.3.

The results with the parameters in Table 3.3 are shown in Figure 3.7. A re-

alization of a[n] is plot in Figure 3.7 (a) and Figure 3.7 (b) presents the e�ective

bandwidth curve.

0 20 40 60 80 100
-5

0

5

10

15

mean rate

(
)

A
v

[
]

a
n

vn
0 0.2 0.4 0.6 0.8 1

1

2

3

4

5

6

0

mean rate

(a) (b)

Figure 3.7: 802.16 data tra�c. (a) Realization of the process (b) E�ective bandwidth
function
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Video Tra�c

Finally, a packet video source is modeled by means of two Interrupted Renewal

Processes (2IRP) �tting the most cited video trace in past ten years, i.e., Star Wars

movie. This kind of tra�c also presents self-similarity. In the IRP the sojourn time

is Pareto distributed rather than exponential and thereby it is not a Markov process

anymore. The cumulative distribution function of a Pareto distribution is de�ned

as:

F (x) = 1−
(
b

x

)α

x ≥ 0 (3.2.19)

with mean mx and variance σ2
x:

mx =
αb

α− 1
(3.2.20)

σ2
x =

b2α

(α− 1)2(α− 2)
(3.2.21)

With the parameters of streaming tra�c in Table 3.4, the model is appropriate,

e.g., for MPEG packet video with 25 frames per second with local Hurst parameter

ranging from 0.73 to 0.93. The parameter b in the Pareto distribution is set to 1, and

α is λ and µ for the ON and OFF period, respectively. Once more, h is expressed

in packets per unit of time and λ and µ are transitions per unit of time.

Table 3.4: Parameters of the streaming tra�c in the proposal of 802.16.

source h µ λ
IRP1 44.95 1.14 1.22
IRP2 61.90 1.54 1.28

In this case, two IRP processes are superposed with Pareto distributed sojourn

time. The distribution among ON and OFF state is no longer memoryless and

therefore the characterization with a Markov chain is not appropriate. In this case,

we turn to estimation methods as the ones explained next.
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3.3 Validation and numerical results

The e�ective bandwidth function of the sources presented in this chapter have been

validated by comparison with measures. In particular, we have implemented two

methods to estimate the e�ective bandwidth function of a source: the Dembo Point

Estimator and the algorithm proposed in [Liu 2004], which is a measurement and

simulation-based (MSB) approach to estimate the EBF.

Moreover, it happens very often that the EBF of a tra�c source cannot be

analytically obtained because the model is too complex. In other occasions, only a

sample of the tra�c is available and it is convenient to work with it. In any of these

cases, the estimation methods presented here can be useful.

The Dembo Point Estimator

In [Du�eld 1995] the authors propose the following estimator, originally suggested

by Amir Dembo for a tra�c stream A[n]. Consider a trace of duration n. Choose a

block size k for which the block sums:

Ã1 =
k∑

n=1

A[n], Ã2 =
2k∑

n=k+1

A[n], ... (3.3.1)

are approximately independent and identically distributed.

Then, use as estimator:

α̃(υ) =
1

υk
log

1

⌊n/k⌋

⌊n/k⌋∑
i=1

eυÃi (3.3.2)

The main di�culty is the selection of the block size k, which determines the

performance of the estimation. k has to be large enough to assume independence

of the blocks but, at the same time, the factor eυÃi in the estimator grows with k

giving rise to practical problems in the evaluation of α̃(υ). In Figure 3.8 the Dembo
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estimator is applied to obtain the e�ective bandwidth function of the video tra�c

as de�ned in 802.16. The block size is 10000.

(
)

A
v

v
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140
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mean rate

Figure 3.8: Dembo estimator for the video tra�c de�ned in [802.16 2001b].

MSB estimation

In [Liu 2004] the authors propose a method based on measurement and simulation

techniques to estimate the e�ective bandwidth of a source. This method is more

practical than the Dembo estimator and it is the preferred option in this thesis.

A sample of the tra�c is captured. The program simulates a single-server First

Come First Served (FCFS) queue serving the tra�c (Figure 3.9). The simulation

is controlled by a search algorithm that decides whether the e�ective bandwidth

satis�es the desired QoS requirement. The QoS requirement is speci�ed through a

delay constraint (Dt, ε), which states that the probability that the delay is beyond

the target delay Dt should not be greater than ε.

The dynamics of the algorithm is as follows. An initial value of the service rate

is selected, between the mean and the peak rate of the tra�c source. The queue is
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[ ] bits/symbola n

 !mean rate of [ ]...peak rate of [ ]c a n a n 
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Figure 3.9: MSB estimation of the EBF.

simulated with this value. Then, the algorithm judges whether the QoS requirement

is met or not by doing a hypothesis test. If the result is negative, a new value of

the service rate is selected accordingly to the behaviour of the delay in current step

(longer or shorter than expected) and the simulation is redone. Thus, the value of

the service rate is adjusted in each step until it achieves the e�ective bandwidth of

the tra�c �ow.

Figure 3.10 illustrates the MSB estimation. Tra�c voice as de�ned in 802.16 is

generated. The analytical EBF was shown before. The estimation is marked with

squares. It can be checked that the simulation �ts the expected curve.

3.4 Summary

In this chapter a literature review on tra�c modeling has been done. First, the

constant bit rate tra�c, the classical Markov models and the autoregressive models

are revised. Secondly, attention is directed to models that can characterize the mix of

tra�c arriving to a base station in a wireless system. In this respect, we have found

interesting the proposal by the 802.16 Working Group, since a simple model with

appropriate parameters is able to represent the set of services present in a wireless

communications system, including HTTP, FTP, TCP, voice and streaming. The

e�ective bandwidth function of the presented sources has been addressed. Finally,
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Figure 3.10: Comparison of the estimated EB with MSB and the analytical result
for voice tra�c.

two approaches to estimate the e�ective bandwidth function are detailed. They

have been used to validate the analytical results presented in this chapter and can

also be employed when no analytical solution is available.
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Chapter 4

E�ective Bandwidth Function of �at
Rayleigh channels

In the previous Chapter, the EBF of several tra�c sources was studied. In this

Chapter the channel process is addressed. Closed-form expressions of the channel

EBF of Rayleigh fading channels are obtained, introducing �rst the easiest case of

a block fading channel and a generic time-correlated channel later on. It is worth

highlighting that the EBF's are analytically derived from the physical channel. The

result will be compared with the one provided by the Finite State Markov Chain

(FSMC), a simple model for �at fading channels often found in the literature. The

results of this Chapter have been presented in [Soret 2007a] (uncorrelated channel)

and [Soret 2010b].

The Chapter is structured as follows. The channel process is described in Sec-

tion 4.1. The analytical EBF of an uncorrelated Rayleigh channel is derived in Sec-

tion 4.2. The extension to a generic time-correlated Rayleigh channel is addressed

in Section 4.3. Section 4.4 details the Finite State Markov Chain model and its

EBF. The obtained results are discussed and evaluated in Section 4.5. Finally, some

concluding remarks are given in Section 4.6.

47
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4.1 Channel process

4.1.1 The wireless channel

Rayleigh wireless channel

In wireless systems, signals travel through multiple paths between the transmitter

and the receiver. Due to these multiple ways, the received signal is formed as

the addition of di�erent constructive and destructive components that the receiver

perceives as variations of the amplitude, phase and angle of arrival of the signal.

This phenomenon is known as multipath fading [Rappaport 2002].

Multipath channels are often characterized statistically. When there is not pre-

dominant direct line of sight between the transmitter and the receiver, the Rayleigh

distribution approximates quite well the channel envelope and the fading is denoted

Rayleigh fading. The e�ect of the channel over the transmitted signal in a �at chan-

nel can be represented through the low-pass equivalent of the channel gain, which

is a Wide-Sense Stationary (WSS) random process and can be expressed as:

h[n] = hphase[n] + jhquad[n] (4.1.1)

where the components in phase (hphase) and in quadrature (hquad) are independent

of each other and Gaussian distributed.

The instantaneous Signal to Noise Ratio (SNR) at the receiver, γ[n], is widely

employed as a good indicator of the state of the channel. When the channel is bad,

the signal is severely degraded during its route from the transmitter to the receiver

and the instantaneous SNR decreases. A high value of instantaneous SNR indicates

that the channel is good and the signal is hardly a�ected by channel degradation.

The instantaneous SNR is proportional to the square of |h[n]|:

γ[n] = |h[n]|2Es

N0

(4.1.2)
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where Es is the average energy per symbol and N0 is the noise power spectral

density. If the noise is Additive White Gaussian Noise (AWGN), γ[n] is exponentially

distributed for Rayleigh channels, with pdf:

f(γ) =
1

γ
e−

γ
γ (4.1.3)

where γ is the average Signal to Noise Ratio.

More details on the Rayleigh channel and the model employed in this thesis can

be found in Appendix A.

Autocorrelation function

The variability of the channel over time is usually re�ected through the autocorre-

lation function (ACF) of the channel gain, denoted as Rz(m). This second-order

statistic generally depends on the propagation geometry, the velocity of the mobile

and the antenna characteristics. Two di�erent autocorrelation functions have been

considered in this thesis for �at Rayleigh channels.

• The �rst option, known as Jakes' model [Jakes 1989], assumes a uniform scat-

tering environment. The discrete-time autocorrelation function of the channel

response does not depend on the time n but just on the time di�erence m,

and it is given by:

Rz(m) = J0(2πfDTSm) (4.1.4)

where J0(.) is the zeroth order Bessel function of the �rst kind, fD is the

maximum Doppler frequency in Hertz and TS is the symbol period.

• As second option, we employ a very simple model of correlation. The ACF is

assumed to decay exponentially with a certain parameter ρ, 0 ≤ ρ ≤ 1:

Rz(m) = ρm (4.1.5)
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The use of the exponential model simpli�es and speeds up the simulations

throughout this thesis without altering the conclusions. Anyway, the classi-

cal Jakes' model is also veri�ed in many examples and any other correlation

function could be used.

4.1.2 Rate adaptation

Adaptive modulation

Adaptive Modulation and Coding schemes (AMC) are widely employed in current

wireless systems. The basic premise is to estimate the channel at the receiver and

feed this estimate back to the transmitter [Goldsmith 2005]. Then, some transmis-

sion parameters such as constellation size and coding rate are modi�ed dynamically,

trying to adapt to the time-varying conditions of the channel. For the sake of sim-

plicity, no encoding is assumed in this thesis, so that only the constellation size is

adapted.

The range of received SNR is divided into M consecutive regions, each of which

is associated to a constellation size. Thus, M di�erent constellations are available,

selecting a constellation of Mi symbols within the fading region (Γi−1,Γi), i =

0, 1, ..,M (de�ning Γ−1 = 0. We assume that Quadrature Amplitude Modulation

(QAM) schemes are used. In particular, the set of constellations employed through-

out this thesis is shown in Figure 4.1 where, as usual, BPSK (Binary Phase Shift

Keying) is the constellation that can transmit 1 bit per symbol and QPSK (Quater-

nary Phase Shift Keying) in the case ofM = 4. On their side, 16QAM can transmit

4 bits per symbol and 64QAM, the most dense constellation of this set, provides 6

bits per symbol.

One of the options to design of the SNR thresholds is to ful�ll an instantaneous

Bit Error Rate condition (I-BER) [Chung 2001]. In Figure 4.2, the curves of the

BER of the set of constellations are shown as a function of the received SNR. Thus,



E�ective Bandwidth Function of �at Rayleigh channels 51
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Figure 4.1: Set of constellations.
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Figure 4.2: Adaptive Modulation.
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the curve BERBPSK is the instantaneous BER when using BPSK and likewise for

the rest of the curves. A target BER, BERt, is �xed (10−2 in the �gure). Thus, the

crossing of the di�erent curves with the straight line set by BERt determines the

thresholds Γi that may be de�ned to keep the instantaneous BER below the desired

BERt whatever the time-varying SNR is. The thresholds for the constellations in

the �gure and target BER of 10−2, 10−3 and 10−4 are shown in Table 4.1.

Table 4.1: Range of decision in dB.

NTX BPSK QPSK 16QAM 64QAM
XXXXXXXXXXXXBERt

bits/symbol
0 1 2 4 6

10−2 (-∞..4.3) (4.3..7.3) (7.3..13.9) (13.9..19.8) (19.8..∞)

10−3 (-∞..6.8) (6.8..9.8) (9.8..16.6) (16.6..22.6) (22.6..∞)

10−4 (-∞..8.4) (8.4..11.4) (11.4..18.2) (18.2..24.3) (24.3..∞)

In short, the selection of region i means the utilization of certain transmission

(or service) rate. Thus, the instantaneous channel rate c[n] changes according to

the channel gain, which determines the constellation size and the corresponding bits

per symbol that are available for user transmission in that region.

Rate adaptation policies

Two di�erent rate adaptation policies have been considered in this thesis: continuous

and discrete.

• Discrete rate policy

In the discrete rate policy, c[n] can only take a value from a discrete set corresponding

to the constellation size available for user transmission in that region. The service
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rate c[n] is a function of the envelope of the complex channel gain, zn = |h[n]|:

c[n] = c(zn) = log2(Mi) = ci, ϱi−1 6 zn < ϱi, i = 0..M, with ϱk =

√
Γk

γ

(4.1.6)

• Continuous rate policy

The continuous rate policy is a generalization of the discrete rate policy. In

this case, the channel rate c[n] can take any positive real number. This adaptation

scheme does not have any practical applications in a real system, but it provides

a theoretical limit that constitutes an upper bound of our results. With constant

transmitted power, the instantaneous service rate can be expressed as:

c[n] = log2 (1 + βγ[n]) (4.1.7)

If β = 1 the Shannon-like capacity is evaluated. Under adaptive modulation, β

is a constant related to the target BER, BERt. Channel coding reduced the value

of β in accordance to the coding gain. Its value for uncoded QAM [Chung 2001] is:

β ≈ 1.6

− log(5BERt)
(4.1.8)

The mean of c[n] is the ergodic capacity of the channel [Biglieri 1998]:

mc = E [log2(1 + βγ)] =

∫ ∞

0

log2(1 + βγ)
1

γ̄
exp(−γ

γ̄
)dγ

= log2(e)

[
− exp(−γ

γ̄
) ln(1 + βγ)

∣∣∣∣∞
0

+

∫ ∞

0

β

1 + βγ
exp(−γ

γ̄
)dγ

]
= log2(e) exp(

1

βγ̄
)E1(

1

βγ̄
) (4.1.9)

where E1(·) is the exponential integral function de�ned as:

E1(z) =

∫ ∞

1

1

t
e−tzdt (4.1.10)
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4.2 EBF of uncorrelated Rayleigh channels

The block fading channel (see [Ozarow 1994] [Biglieri 1998]) was introduced to

model slowly-varying fading. It can be used when the channel response is the same

over constant-sized blocks of channel uses so that it is modeled as a sequence of

independent random variables, each of which is the fading gain in a block, with

no correlation from one block to the next. This approximation is particularly rele-

vant in wireless communication systems involving slow time-frequency hopping (e.g.

GSM, EDGE). Despite its extreme simpli�cation, the model has been shown to be

useful in some particular cases and it is the starting point of our calculations, serv-

ing upper bounds on the QoS analysis performed later on. We refer to this channel

hereafter as block fading or uncorrelated or time-independent channel.

The e�ective bandwidth function of the channel process is:

αC(υ) = lim
n→∞

1

nυ
logE

[
eυC[n]

]
= lim

n→∞

1

n
logE

[
eυ

∑n−1
m=0 c[m]

]
(4.2.1)

If there is no time-correlation among samples, then the accumulated transmission

rate C[n] is simply the addition of n uncorrelated and identically distributed random

variables, cm. As n → ∞ the Central Limit Theorem (CLT) applies and C[n]

converges to a Gaussian random variable with average n · mc and variance n · σ2
c ,

where mc and σ2
c are the mean and the variance of the instantaneous channel rate

c[n]. The pdf yields:

f(x) =
1

σc
√
n2π

exp

(
−(x− nmc)

2

2nσ2
c

)
(4.2.2)

With the considerations above, the EBF of the channel, αC(υ), is that of a

Gaussian distribution. This function is easily computed:
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αC(υ) = lim
n→∞

1

n · υ
logE

[
eυ

∑n−1
m=0 c[m]

]
= lim

n→∞

1

n · υ
log

[
exp

(
n(2mcσ

2
cυ + (σ2

cυ)
2

2σ2
c

)]
= mc +

υ

2
σ2
c (4.2.3)

It can be observed that the computation of the EBF comes down to obtaining

the mean mc and the variance σ2
c of the channel process c[n] under the speci�c rate

adaptation policy (continuous or discrete as described in Section 4.1.2). Next, these

statistics are particularized for both options. Moreover, the EBF is valid for any

uncorrelated channel process. We particularize next for a Rayleigh channel, but any

other channel can be tackled by only calculating the mean and the variance of c[n].

Continuous rate policy

From Section 4.1.2, if constant transmitted power is assumed the instantaneous

service rate can be expressed:

c[n] = log2 (1 + βγ[n]) (4.2.4)

When β = 1 the upper bound of the transmission rate is evaluated.

The mean of c[n] is the ergodic capacity of the channel [Biglieri 1998] already

described in (4.1.9); we reproduce it here:

mc = log2(e) exp(
1

βγ̄
)E1(

1

βγ̄
) (4.2.5)

To obtain the variance, σ2
c = E [c2[n]]−E2 [c[n]], the second moment of c[n] needs
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to be computed:

E
[
(log2(1 + βγ))2

]
= log2(e)

∫ ∞

0

(ln(1 + βγ))2
1

γ̄
e−

γ
γ̄ dγ

= log2(e)

[
− exp(−γ

γ̄
) (ln(1 + βγ))2

∣∣∣∣∞
0

+ 2

∫ ∞

0

β ln(1 + βγ)

1 + βγ
exp(−γ

γ̄
)dγ

]
= 2 log2(e)

[
− ln(1 + βγ) exp(

1

βγ̄
)E1

(
γ

γ̄
+

1

βγ̄

)∣∣∣∣∞
0

+exp(
1

βγ̄
)

∫ ∞

0

β

1 + βγ
E1

(
γ

γ̄
+

1

βγ̄

)
dγ

]
= 2 log2(e) exp(

1

βγ̄
)

[∫ ∞

0

β

1 + βγ
E1

(
γ

γ̄
+

1

βγ̄

)
dγ

]
(4.2.6)

The following result will be employed to solve the integral in the last step:∫ ∞

a

1

z
E1(z)dz =

1

2

(
π2

6
+ g2 + 2g ln(a) + ln2(a)

)
− a 3F3 ([1, 1, 1], [2, 2, 2],−a)

(4.2.7)

where:

• g is the Euler constant:

g = lim
n−→∞

∑
i=1

n
1

i
− ln(n) ≈ 0.5772

• pFq([a1, ..., ap]; [b1, ..., bq]; z) is the Hypergeometric function:

pFq([a1, ..., ap]; [b1, ..., bq]; z) =
∞∑
n=0

(a1)n...(ap)n
(b1)n...(bq)n

· z
n

n!

• (p)n is the Pochhammer symbol:

(p)n = p(p+ 1)(p+ 2)...(p+ n− 1)

The inclusion of the obtained second moment in the variance of c[n] yields:

σ2
c = E

[
(log2(1 + βγ))2

]
−m2

c

= (log2(e))
2e

1
βγ̄

[
π2

6
+ g2 + 2g log

(
1

βγ̄

)
+ log2

(
1

βγ̄

)
− 2

(
1

βγ̄

)
3F3

(
[1, 1, 1], [2, 2, 2],− 1

βγ̄

)
− e

1
βγ̄E2

1(
1

βγ̄
)

]
(4.2.8)
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Discrete rate policy

The other rate policy consists of a transmission adaptation scheme following a dis-

crete rate policy with constant transmitted power and c[n] taking only a �nite

number of integer values.

For Rayleigh channels, the probability of using the ith constellation is given by:

pi = exp(−γi−1

γ̄
)− exp(−γi

γ̄
) (4.2.9)

and the mean and the variance of c[n] are quite easily computed for the discrete

random variable:

mc =
M∑
i=0

pi · ci (4.2.10)

σ2
c =

M∑
i=0

pi · (ci)2 −m2
c (4.2.11)

The set of constellations and thresholds Γk to be used throughout this thesis

were detailed in Section 4.1.

4.3 EBF of time-correlated Rayleigh channels

After studying the uncorrelated channel, we are ready to deal with the EBF of a

generic time-correlated Rayleigh channel. With the purpose of applying again the

CLT, the cumulative transmission rate C[n] in the interval [0..n] is split into B

blocks of size k, like shown in Figure 4.3.

With that division C[n] is expressed:

C[n] =
B−1∑
b=0

Cb[k] =
B−1∑
b=0

k−1∑
m=0

c[k · b+m] (4.3.1)

The correlation between the elements in the block is considered but, with the

proper selection of the block's length, i.e. k large enough, independence between
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Figure 4.3: Block division of C[n].

elements of di�erent blocks may be assumed. Thus, C[n] can be considered as the

sum of independent random variables, the blocks Cb[k], and the CLT can be applied

over the blocks. To justify this decision, several considerations have to be pointed

out:

• The autocorrelation function is a decreasing function (Bessel decay, exponen-

tial decay or any other ACF).

• The choice of k will be closely related to the correlation of the channel. If

the channel is strongly correlated, longer blocks have to be de�ned in order to

assume independent blocks. Whatever the value of k is, there is a residual value

of correlation between the last elements of one block and the �rst elements of

next one. Nevertheless, this border correlation is negligible when the value of

k is large enough.

• The EBF is de�ned as the limit when n tends to in�nite, so that n and k can

be selected indeed as large as wanted.

• In statistics, the Lilliefors test [Sheskin 2004] is an adaptation of the Kol-

mogorov - Smirnov test. It is used to test whether an observed sample dis-

tribution is consistent with normality. The statistic measures the maximum

distance between the observed distribution and a Gaussian distribution with

the same mean and standard deviation as the sample, and assesses if this

distance is greater than might be accounted for by chance. In the numerical
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results and simulations conducted throughout this dissertation, the Gaussian

approximation for C[n] has been validated by testing for normality with the

Lilliefors test for the selected values of k and n.

Under these conditions (su�ciently long k and n), C[n] is the sum of a su�ciently

large number of independent random variables and, as stated by the Central Limit

Theorem, it will be approximately normally distributed. The EBF for the resulting

Gaussian distribution of C[n] is computed similarly to the uncorrelated channel.

Now the mean is B ·mk, whereas the variance is B · σ2
k, being mk and σ2

k the mean

and the variance of a block of size k under the adaptation rate policy:

mk = E[Cb[k]]

σ2
k = E[C2

b [k]]−m2
k

(4.3.2)

The e�ective bandwidth function yields:

αC(υ) = lim
n→∞

1

n · υ
logE

[
eυC[n]

]
= lim

n→∞

1

n · υ

(n
k
mkυ +

n

2k
υ2σ2

k

)
=
mk

k
+
υ

2

σ2
k

k
(4.3.3)

The evaluation of the EBF comes down again to the computation of two statistics

related to the channel rate, but this time it is about the mean and the variances of

the blocks.

Like in the uncorrelated channel, it is worth noting that the argument up to here

is valid for any channel process, since the split of the accumulated transmission rate

into blocks as long as necessary does not depend on the process. The mean and the

variance of the blocks in the case of a Rayleigh channel is derived next.

Being C[n] a stationary and ergodic process, the mean of each block equals the

mean value of the process without correlation:

mk = E[Cb[k]] = k ·mc (4.3.4)
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where mc is the mean of c[n], equations (4.2.5) and (4.2.10) for continuous and

discrete rate policy, respectively.

However, the evaluation of the variance of the blocks is not straightforward as

it results from a multivariate Rayleigh distribution.

The following property will be employed to derive σ2
k ([Papoulis 2002]):

var

(
k−1∑
p=0

Xp

)
=

k−1∑
q=0

k−1∑
r=0

cov(Xq, Xr) (4.3.5)

with the autocovariance function

KX(m) = cov(Xn, Xn+m) = E[XnXn+m]− E[Xn]E[Xn+m] (4.3.6)

Applying the expression above to C[n] we obtain:

σ2
k = var(

k−1∑
p=0

c[p]) =
k−1∑
q=0

var(c[q]) + 2
k−2∑
q=0

k−1∑
r=q+1

Kc(r − q)

= k · σ2
c + 2

k−2∑
q=0

k−1∑
r=q+1

Kc(r − q) (4.3.7)

with σ2
c the variance of c[n], and the autocovariance function

Kc(m) = E[c[n]c[n+m]]−m2
c (4.3.8)

The value of σ2
c for the instantaneous service rate has been obtained in Section 4.2

for continuous and discrete rate policy, equations (4.2.8) and (4.2.11) respectively.

Thus, only the evaluation of E[c[n]c[n+m]] in the autocovariance function in (4.3.8)

is needed to complete the analysis. This expectation is calculated next for the two

adaptation policies.

Covariance for a continuous rate policy

To derive E[c[n]c[n + m]], we need the following expression of the bivariate prob-

ability density function (pdf) for Rayleigh distributed variables in terms of the

instantaneous SNR [Simon 2005] (p. 142, eq. 6.2.):
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fγ(γn, γn+m) =
1

(1−R2
z(m))γ̄2

exp

(
− (γn + γn+m)

(1−R2
z(m))γ̄

)
· I0
(
2Rz(m)

√
γnγn+m

(1−R2
z(m))γ̄

)
(4.3.9)

where

• I0(u) the modi�ed Bessel function of 0th order

• Rz(m) is the value of the autocorrelation function of zn = |h[n]| for a time lag

m:

Rz(m) =
cov(|hn| , |hn+m|)√
var(|hn|) var(|hn+m|)

(4.3.10)

We proceed to evaluate E[c[n]c[n+m]] explicitly:

E [c[n]c[n+m]] = E [c(γn)c(γn+m)]

=

∞∫
γn=0

∞∫
γn+m=0

c(γn)c(γn+m)fγ(γn, γn+m)dγndγn+m

=

∞∫
γn=0

∞∫
γn+m=0

log2(1 + βγn) log2(1 + βγn+m)

· 1

(1−R2
z(m))γ̄2

· exp
(
− (γn + γn+m)

(1−R2
z(m))γ̄

)
· I0
(
2Rz(m)

√
γnγn+m

(1−R2
z)γ̄

)
dγndγn+m

(4.3.11)

The modi�ed Bessel function in (4.3.11) can be expanded as an in�nite series:

I0(u) =
∞∑

k = 0

1

(k!)2

(u
2

)2k
(4.3.12)

Some algebraic manipulations can be done then in the integral that permit to split

the parts in γn and in γn+m, reaching the following expression:
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E [c[n]c[n+m]] =

∞∫
γn=0

∞∫
γn+m=0

log2(1 + βγn) log2(1 + βγn+m)

·
∞∑

k = 0

1

(k!)2

(
Rz(m)

(1−R2
z(m))γ̄

Rz(m)

(1−R2
z(m))γ̄

γnγn+m

)k

· 1

(1−R2
z(m))γ̄2

· exp
(
− (γn + γn+m)

(1−R2
z(m))γ̄

)
dγndγn+m

=
a

γ̄

∞∑
k = 0

1

k!k!

∞∫
γn=0

∞∫
γn+m=0

log2(1 + βγn) log2(1 + βγn+m)

· e−aγne−aγn+m (aRz(m)γn)
k · (aRz(m)γn+m)

k dγndγn+m

=
a

γ̄

∞∑
k=0

(Ik(β,Rz(m), a))2 (4.3.13)

where:

• The parameter a is:

a =
1

(1−R2
z(m)) · γ

(4.3.14)

• The integral Ik(β,Rz(m), a) is de�ned as:

Ik(β,Rz(m), a)
△
=

(aRz(m))k

k! log(2)

∞∫
x=0

log(1 + βx) · e−axxkdx (4.3.15)

The solution to the integral Ik(β,Rz(m), a) can be obtained from a generic result

in [Prudnikov 1981] (p. 530, sec. 2.6.23), and taking into account that k is integer.

The �nal result is:

Ik(β,Rz(m), a) =
Rk

z(m)

k · log(2)

(
−k
a
(−ψ(1 + k) + log(a)) + 2F2([1, 1], [2, 1− k], a)

)
(4.3.16)

where:

• ψ(x) is the digamma function:

ψ(x) =
d(log(Γ(x)))

dx
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• Γ(x) is the gamma function:

Γ(x) =

∫ ∞

0

tx−1e−tdt

Covariance for a discrete rate policy

In this case, we work with the envelope of the complex response of the channel

zn = |hn|. We proceed to evaluate E[c[n]c[n +m]] explicitly. First, the integral in

zn is split into several addends:

E[c[n]c[n+m]] =

∞∫
zn=0

∞∫
zn+m=0

c(zn)c(zn+m)fz(zn, zn+m)dzndzn+m

=

∞∫
zn=0

c(zn)

∞∫
zn+m=0

c(zn+m)fz(zn, zn+m)dzndzn+m

=

ϱ1∫
zn=ϱ0

c(zn)

∞∫
zn+m=0

c(zn+m)fz(zn, zn+m)dzndzn+m

+

ϱ2∫
zn=ϱ1

c(zn)

∞∫
zn+m=0

c(zn+m)fz(zn, zn+m)dzndzn+m

+ ...

+

ϱM∫
zn=ϱM−1

c(zn)

∞∫
zn+m=0

c(zn+m)fz(zn, zn+m)dzndzn+m = (4.3.17)

=
M∑
i=1

ci

ϱi∫
zn=ϱi−1

∞∫
zn+m=0

c(zn+m)fz(zn, zn+m)dzndzn+m (4.3.18)

And splitting now over the integral in zn+m we �nally obtain:

E[c[n]c[n+m]] =
M∑
i=1

ci
M∑
j=1

cj

ϱi∫
zn=ϱi−1

ϱj∫
zn+m=ϱj−1

fz(zn, zn+m)dzndzn+m (4.3.19)
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The following expression is the de�nition of bivariate cumulative distribution

function (CDF) for Rayleigh distributed variables in terms of the probability density

function fz(zn, zn+m):

Fz(ϱ
i, ϱj,m) =

ϱi∫
zn=0

ϱj∫
zn+m=0

fz(zn, zn+m)dzndzn+m (4.3.20)

In [Simon 2005] the authors provide an integral formula for the bivariate CDF

(p. 144, ec. 6.7). In this case, with normalized power, the expression reduces to:

Fz(u, v,m) = 1− g(u, v,m)+

+
1

2π

π∫
−π

exp

(
−
u2 + v2 + 2

√
Rz2(m)uv sin θ

1−Rz2(m)

)

·

 (1−Rz2(m))u2v2 +
√

Rz2(m) (1−Rz2(m))uv (u2 + v2) sin θ(
Rz2(m)u2 + 2

√
Rz2(m)uv sin θ + v2

)(
u2 + 2

√
Rz2(m)uv sin θ +Rz2(m)v2

)
 dθ,

g(u, v,m) =



exp(−v2) 0 6 v <
√
Rz2(m)u

1

2
exp(−u2) + exp(−u2Rz2(m)) v =

√
Rz2(m)u

exp(−u2) + exp(−v2)
√

Rz2(m)u 6 v < u/
√
Rz2(m)

1

2
exp(−v2) + exp(−v2Rz2(m)) v = u/

√
Rz2(m)

exp(−u2) u/
√

Rz2(m) < v

(4.3.21)

Rz2(m) is the value of the autocorrelation function of the square of zn for a time

lag m:

Rz2(m) =
cov(z2n, z

2
n+m)√

var(z2n) var(z
2
n+m)

(4.3.22)

De�ne the function:

Cm
2 (ϱi, ϱj) ,

ϱi∫
zn=ϱi−1

ϱj∫
zn+m=ϱj−1

fz(zn, zn+m)dzndzn+m

= Fz(ϱ
i, ϱj,m) + Fz(ϱ

i−1, ϱj−1,m)− Fz(ϱ
i−1, ϱj,m)− Fz(ϱ

i, ϱj−1,m)

(4.3.23)
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With the de�nition above, the �nal result is written as:

E[c[n]c[n+m]] =
M∑
i=1

ci
M∑
j=1

cj Cm
2 (ϱi, ϱj) (4.3.24)

Validation of the variance results

The results of the obtained analytical variances are validated, on account of its

main signi�cance in the calculation of the e�ective bandwidth function. To that

end, the sampled variance is obtained with a program in MATLAB that splits the

accumulated transmission rate into blocks of length k and measures the variance

over a long realization. This measured variance is compared with the analytical

one. Several numerical examples are shown here, for continuous and discrete policies.

Both the analytical and measured variances are normalized with the block length k in

the �gures. Thus, the Gaussian approximation can be validated: if the normalized

variance is independent of k, then the Gaussian approximation is valid for these

values of channel and block length k. On the other hand, if the normalized variance

increases with k, then a larger value of the block length k should be considered for

that channel (i.e. for that value of time-correlation).

In the expressions in (4.3.13) and (4.3.24) there is a dependence on the autocor-

relation function of the channel response, Rz(m). The ACF's in equations (4.1.4)

and (4.1.5) are considered here1. Besides, for calculating the EBF of the radio chan-

nel the transmission rate has been split into blocks of length k. It is equivalent to

say that the original process is �ltered by a rectangular window of length k. As a

consequence, the ACF of the resulting process is the original autocorrelation func-

tion of a Rayleigh channel multiplied by a triangular function, which is the result

of the convolution of the rectangular window with itself [Papoulis 2002].

On the other hand, the application of the CLT over the accumulated transmission

1Recall that the procedure is generic and any other autocorrelation function can be considered.
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rate demands that the length of the blocks is high enough to assume independence

among blocks, so that the e�ect of windowing the original autocorrelation becomes

negligible as the size of the blocks increases. Nevertheless, the ACF Rz(m) used

hereinafter is the original one modi�ed with a triangular function, for the computa-

tion of the autocovariance in (4.3.13) and (4.3.24).

Firstly, the exponential model for the ACF is employed (equation (4.1.5)). Fig-

ures 4.4 and 4.5 show the evaluation of the variance in (4.3.7) for a continuous rate

policy and the ACF following an exponential rule with parameter ρ. The normalized

variance is plot as a function of the block length k.

In Figure 4.4 a �xed value of ρ = 0.7 is set, and di�erent values of the mean SNR

(5, 10 and 15dB) are represented, whereas Figure 4.5 presents the in�uence of the

correlation through di�erent values of ρ (ρ = 0.7, 0.8 and 0.9). The average SNR is

set to 5dB.

As expected, the normalized variance is constant with regard to the block length,

both the analytical and the measured one. It is also an indirect sign that the

Gaussian approximation is valid for the represented block lengths (from 500 to

2000), meaning that those values of k are big enough for the selected parameters of

the channel (SNR and ρ).

Furthermore, the variance increases with the instantaneous SNR and with ρ.

Thus, the variance is the parameter capturing the autocorrelation of the channel

response in the following way: higher time-correlation leads to higher values of the

variance σ2
k and viceversa.

Finally, it can be checked that for higher values of the correlation, a bigger value

of the block length is needed in order to ensure the independence among blocks.

Thus, if we observe the variance for ρ = 0.9, the measure and the analysis slightly

di�er for the smaller values of k plot in the Figure. As the block length increases,

these di�erences become negligible.
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The results for a discrete rate policy are also satisfactory, as shown in Figures

4.6 and 4.7, with the same conditions of the continuous rate policy: exponential

ACF with parameter ρ and the same three values of instantaneous SNR. Notice

that lower values of the block length k are needed here to accomplish the Gaussian

assumption.

Lastly, the variance of a channel with the ACF from Jakes' model (equation

(4.1.4)) is illustrated in Figures 4.8 and 4.9, for a discrete rate policy. In Figure 4.8

the correlation product fD ·TS is set to 0.1, and di�erent values of the average SNR

are presented (5, 10 and 15dB). In Figure 4.9 di�erent values of the product fD · TS
are shown (fD ·TS = 0.1, 0.01 and 0.001) and the SNR is �xed to = 5dB. As expected,

the variance increases with the value of average SNR and with fD · TS. Moreover,

the values of k needed to ful�ll the Lilliefors test are much higher in this evaluation.

This is due to the oscillating nature of the Bessel function, which demands higher

values of k, in contrast to the exponential ACF. For the highest value of correlation

shown in this Figure, 0.001, the variance did not pass the Lilliefors test for the plot

values of k. Indeed, it could have been predicted from the observation of the �gure,

since the normalized variance keeps growing with the parameter k. In this case, a

minimum block length of k = 15000 is required.

It is worth highlighting the convenience of measuring the variance of c[n]. After

some calculations, we have obtained it for a Rayleigh channel with a generic Doppler

spectrum. Nevertheless it can be di�cult to get the analytical expression of σ2
c for

other channel models or in other scenarios. For example, in Chapter 7 we will see

the di�culty in obtaining it in a multi-user system. In these cases, a semi-analytical

approach consists of measuring the variance as in the previous �gures and then using

it in the expression of αC(−υ), as it will be explained in Section 4.5.
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4.4 EBF based on FSMC models

The analytical e�ective bandwidth of the Rayleigh channel has been derived from

the physical channel model described in Section 4.1 and Appendix C. However,

simpler models have been often preferred in the literature. One of these models is

the Finite State Markov Chain (FSMC) [Zhang 1999].

FSMC models are versatile, and with suitable choices of model parameters, can

capture the essence of time-varying fading channels while avoiding complex math-

ematical formulations. It is a suitable model for many upper-layer procedures but,

as it will be shown further on, not for the objectives of this thesis. Nevertheless, the

study of the e�ective bandwidth function of a channel described through a FSMC

is done here since the model has been employed by several authors [Hassan 2004]

[Park 2006] [Tang 2006] [Tang 2007b] to analyze some aspects of the QoS in a wire-

less system. The comparison with our analytical results will demonstrate the limi-

tations of the model. A study of the parameters and performance of the FSMC is

done in Appendix B.

In a FSMC, the range of received SNR is divided into several consecutive regions.

Region i is mapped into state i of the chain and is delimited by two thresholds, Γi

and Γi+1. Thus, each state of the chain represents one fading region (Figure 4.10).

The steady state probability for state i is directly the probability that the expo-

nentially distributed SNR is between the thresholds of the region:

πi =

∫ Γi+1

Γi

p(γ)dγ = e−
Γi
γ − e−

Γi+1
γ (4.4.1)

An adaptive scheme over a fading channel can be directly mapped into a FSMC,

so that each fading region is characterized by a constellation size. In short, the

selection of region i means the utilization of a transmission rate ri, the number of

bits per second available for user transmission in that region, i.e., discrete rates are

assumed.
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Figure 4.10: Finite State Markov Chain.

The Level Crossing Rate (LCR) of the instantaneous SNR is the average number

of times per unit interval that a fading signal crosses a given signal level Γ. For a

random distribution of direction of motion providing a maximum Doppler frequency

fD, it can be shown that the level crossing rate of level Γ in the positive direction

only (or in the negative direction only) is:

N(Γ) =

√
2π · Γ
γ

fD · exp(−Γ

γ
) (4.4.2)

The transition probabilities from state i to state i+1, pi,i+1, can be approximated

by the ratio of the level crossing rate at threshold Γi+1 and the average number of

bits per second staying in state i. Similarly, the transition probability pi,i−1 is

approximately the ratio of the LCR at threshold Γ and the average number of bits

per second staying in state i:

pi,i+1 ≈
N(Γi+1) · TS

πi
(4.4.3)

pi,i−1 ≈
N(Γi) · TS

πi
(4.4.4)

It is assumed that transitions only happen to adjacent states, i.e. pk,i = 0, if |k − i| > 1.
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The EBF of a FSMC is a well-known result [Kessidis 1996]:

αC(υ) =
ΛC(υ)

υ
=

1

υ
log(Ω(P ·C(υ))) (4.4.5)

where

• P is the transition probabilities matrix

• C(υ) is a diagonal matrix whose diagonal elements are of the form cii =

exp(riυ)

• ri are the bits per second transmitted when region i is selected

• Ω(·) is the spectral radius, de�ned as the maximum of the absolute values of

the eigenvalues of the matrix

Thus, the evaluation of ΛC(υ) leads to the evaluation of the spectral radius of

P ·C(υ). Recall that P ·C(υ) is a tridiagonal matrix with general form:

P ·C(υ) =



p00e
r0υ p01e

r1υ 0 0 · · ·
p10e

r0υ p11e
r1υ p12e

r2υ 0

0 p21e
r1υ p22e

r2υ p23e
r3υ

...
... . . .


(4.4.6)

Symmetric matrices are normally preferred as they are much more tractable

mathematically. P ·C(υ) can be easily symmetrized obtaining the matrix:

P·C(υ) =



p00e
r0υ p01

√
π0

π1
eυ

r0+r1
2 0 0 · · ·

p10
√

π1

π0
eυ

r0+r1
2 p11e

r1υ p12
√

π1

π2
eυ

r1+r2
2 0

0 p21
√

π2

π1
eυ

r1+r2
2 p22e

r2υ p23
√

π2

π3
eυ

r2+r3
2

0 0 p32
√

π3

π2
eυ

r2+r3
2 p33e

r3υ

...
... . . .


(4.4.7)
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The eigenvalues of a tridiagonal symmetric matrix S can be calculated recursively

with the following recurrence:

detS = sn,n · detS1,..n−1 − sn,n−1 · sn−1,n · detS1,..n−2

where detS1,..k denotes the kth principal minor, i.e., the submatrix formed by

the kth �rst rows and columns of S.

Unfortunately, for a number of regions above three, the resultant polynomial

to be solved has not explicit solution and the eigenvalues of the matrix cannot be

derived in a closed form. The usual number of regions employed in AMC schemes is

between �ve and eight. Thus, we conclude that the result of the EBF of the FSMC

has to be given in terms of the spectral radius as in (4.4.5).

Tan and Beaulieu [Tan 2000] showed the limitations of a �rst order FSMC in

the modeling of the fading process. More speci�cally, they proposed a stochastic

analysis of the problem, concluding that it is only appropriate for applications that

require analysis over a short period of time but not for those requiring a large number

of consecutive samples. The analysis was done, without loss of generality, for equal

state probabilities in the chain. Nevertheless, similar results are obtained for other

state partitions [Ruiz 2009]. By applying it to our e�ective bandwidth analysis, we

can expect the FSMC model to be valid when the QoS requirements are relaxed, and

not appropriate as the delay constraint becomes tighter, which would correspond to

longer periods of observation.

4.5 Validation and numerical results

In this Section the evaluation of EBF of a Rayleigh channel is presented. The curve

αC(−υ) is plot under di�erent channel conditions.



E�ective Bandwidth Function of �at Rayleigh channels 75

The continuous rate policy is �rst evaluated assuming an exponential decay in

the ACF (Figure 4.11). The EBF of the corresponding uncorrelated channel is also

shown with solid line. The average SNR is set to 10dB and di�erent values of the

parameter ρ are evaluated. The analytical solution is compared with semi-analytical

methods. The semi-analytical EBF is plot by means of the mean and variance

measured over a long realization of the channel process. Notice that this semi-

analytical technique can be useful for other purposes, when working with channels

whose EBF is not known or cannot be analytically derived. In these cases, we just

need to measure the variance of the channel process and to include it in equation

(4.3.3).

The curve of the EBF exhibits the behaviour stated by the EBT: it starts in

the ergodic capacity of the channel when υ = 0, i.e. when no QoS requirements are

imposed. Further, it decreases as υ increases, reaching zero at a certain point υMAX ,

above which the EBF of the channel is zero. This point indicates that stricter QoS

requirements are not achievable by this channel. As expected, the value of υmax

decreases when the correlation increases.

In [Wu 2003b] the authors provide another solution of the e�ective bandwidth

function assuming low average SNR and the instantaneous Shannon-like channel

capacity (continuous rate policy with β = 1). The expression for the e�ective

bandwidth function obtained there is:

αC(υ) =

∫
log(υS(f) + 1)df

υ
(4.5.1)

where S(f) is the Power Spectral Density of the Rayleigh channel, for Clarke's

model:

S(f) =
Pr

2πfD

1√
1− (f/fD)

2
|f | ≤ fD (4.5.2)

We have compared this solution with our continuous rate policy following a

Bessel ACF and with the parameter β set to 1. The result is shown in Figure 4.12.
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Two di�erent values of the average SNR are plotted, 5dB and 10dB and the block

length is 10000. The product fD · TS is set to 0.1. As expected, the curves diverge

for higher values of the SNR (10dB) since the authors assumed low SNR regime.

Figures 4.13 and 4.14 show the EBF for discrete rate policy and Bessel auto-

correlation function. In this case the analytical result is compared with the result

provided by the FSMC model. In Figure 4.13, the product fD ·TS is set to 0.01 and

di�erent average SNR are shown. In Figure 4.14, the average SNR is set to 5dB and

di�erent values of the product fD · TS are shown. As it can be observed, the FSMC

overestimates the e�ective bandwidth of the channel, and that excess becomes more

noticeable with stricter QoS requirements and stronger time-correlation.

4.6 Summary

The e�ective bandwidth function of the channel indicates the maximum arrival rate

that a given service process can support by ful�lling certain QoS requirements. In

this chapter, we have evaluated it for �at Rayleigh channels. First, the block fading

channel (uncorrelated channel) is addressed. Then, the EBF is calculated for a

generic time-correlated channel. To tackled this case, we propose the application of

the Central Limit Theorem under the appropriate conditions. This assumption is

shown to be valid by means of the Lilliefors test, which checks if an observed sample

distribution is consistent with normality, and with the confrontation of the results

to simulations.

At the end, the evaluation of the EBF comes down to the computation of two

statistics, the mean and the variance of the channel rate. The expressions of both

parameters are obtained for two rate policies: continuous and discrete. The results

are evaluated under di�erent conditions and compared to a widely employed model

for the channel, the FSMC. The limitations of the FSMC for the purposes of this

thesis are demonstrated in the numerical results, which show the overestimation of
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the model with regard to our analytical results. This overestimation is more notice-

able as the QoS requirements become tighter. Besides, a semi-analytical method to

calculate the EBF is proposed and confronted to our results. This semi-analytical

technique can be also useful in those cases in which the EBF of a channel is not

known.
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Chapter 5

Delay constrained communications
over �at Rayleigh channels

So far, the EBF of the outsourcing and the channel process have been obtained (in

Chapters 3 and 4, respectively). In this chapter, we use both functions to analyze

the QoS in a wireless system over �at Rayleigh channels. Particularly, emphasis is

given on the delay su�ered by the information �ow. The P-percentile of the delay,

the density function and the tradeo� between delay and source rate are analyzed by

means of the e�ective bandwidth theory. Moreover, we propose a new concept, the

Capacity with Probabilistic Delay Constraint CDt,ε, which expresses the maximum

source rate a wireless channel can support while accomplishing a target Bit Error

Rate (BER) and a probabilistic delay constraint.

Part of the results in this chapter have been published in [Soret 2007b], [Soret 2007a],

[Soret 2009b] and [Soret 2010b].

The Chapter is organized as follows. In Section 5.1 we analyze the delay in �at

Rayleigh channels. Next, in Section 5.2, we proceed to present the capacity CDt,ε,

�rst for constant rate sources and later its extension to variable rate sources. The

results are validated by confrontation with simulations as explained in Section 5.3.

Finally, some concluding remarks are done in Section 5.4.

81
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5.1 Analysis of the delay in �at Rayleigh channels

5.1.1 The QoS exponent

Figure 5.1 shows the single-user single-channel system model from Chapter 2. The

source process characterizes the incoming user tra�c and the server represents the

information transmitted to the wireless channel.

[ ]a n
[ ]c n[ ]Q n

Fading

Channel

Source

Figure 5.1: Queueing system.

As it was explained in Chapter 2, if the source and the channel processes are

stationary and the steady state queue length exists, then the probability of exceeding

a target delay Dt can be written:

ε = Pr{D(∞) > Dt} ≍ e−θαA(θ)Dt

Dt → ∞ (5.1.1)

Including the probability that the queue is not empty, η, the expression yields:

ε = Pr{D(∞) > Dt} ≈ η · e−θ·αA(θ)Dt

= η · e−θ·αC(−θ)Dt (5.1.2)

where the QoS exponent θ is the solution to:

αA(θ)− αC(−θ) = 0 (5.1.3)

Graphically, θ is the intersection of the curves of the e�ective bandwidth of the

source and the channel process.
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Let us consider constant rate tra�c at the rate λ, with constant EBF:

αA(υ) = λ (5.1.4)

Figure 5.2 illustrates the intersection of the two curves in this case, when the

EBF of the source is a straight line.

0

v

Shannon capacity

source rate

channel

source

MAX
v

( )
A

( )
C

Figure 5.2: Intersection of the EBF curves for CBR.

Uncorrelated channel

With a �xed target BER, the parameters of the uncorrelated channel, mc and σ2
c ,

depend uniquely on the average SNR, γ̄. Figure 5.3 shows the QoS exponent as a

function of the source rate λ and two di�erent examples of uncorrelated channel:

γ̄ = 10dB and γ̄ = 20dB. β is set to 1 for the continuous rate policy (i.e. the upper

bound is considered) and BERt = 10−2 for the discrete case. It is observed that as

the tra�c rate increases the QoS exponent that may be set has to be necessarily

smaller, i.e., less stringent QoS requirements can be demanded. Naturally, a channel
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with a higher value of average SNR will support lower values of θ for the same source

rate. Moreover, the continuous rate policy obtains better results with regard to the

discrete rate policy, which sets a constraint on the target BER. On the other hand,

there is a limit in the QoS metrics that a given channel can o�er, corresponding to

the region delimited by the maximum value of υ, υMAX . In the Figure, υMAX is

the value θ(λ = 0). For example, in the case of continuous rate with γ̄ = 10dB,

υMAX = 3.5.
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Figure 5.3: QoS exponent vs. source rate for an uncorrelated channel. In�uence of
the average SNR.

Time-correlated channel

When the response of the channel is time-correlated, the ACF �xes the shape of the

correlation among samples. Figures 5.4 and 5.5 illustrate this case with an ACF

that decays exponentially with a parameter ρ.

In Figure 5.4 ρ is �xed to 0.90 and two values of γ̄ are plot: 5 and 10 dB. Figure

5.5 �xes the value of γ̄ to 10dB and shows the in�uence of the correlation, with
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discrete
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Figure 5.4: QoS exponent vs. source rate for a time-correlated channel. Exponential
ACF. In�uence of the average SNR.
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Figure 5.5: QoS exponent vs. source rate for a time-correlated channel. Exponential
ACF. In�uence of the correlation.
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two di�erent values of ρ. Thus, it can be observed that, for a given source rate, a

higher value of correlation in the channel leads to lower values of θ, i.e., the QoS

requirements have to be relaxed. This is our �rst observation of the in�uence of the

correlation in the delay: time-correlation in the channel process is harmful to the

delay behaviour.

5.1.2 P-percentile of the delay

The QoS requirement for delay is often de�ned in terms of its percentile, i.e., the

value of the delay below which a certain percent of observations fall. Thus, the

90th-percentile is the value below which 90 percent of the observations may be found.

Together with the average delay it is a very common metric of QoS for delay-sensitive

applications. Typical values of percentiles are 99th and 95th.

Probability of non-empty queue

First of all, the parameter η in equation (5.1.2) is discussed. In a GI/GI/1 queue,

which refers to a queue with i.i.d. arrival and service processes, the probability that

the bu�er is not empty is approximated by the ratio of the mean arrival rate to the

mean channel rate [Kleinrock 1975]:

η ≈ λ

mc

(5.1.5)

Particularly, when the source rate is approximately half of the mean of the

instantaneous transmission rate, η approaches 0.5:

λ ≈ mc

2
⇒ η ≈ 0.5 (5.1.6)

This approximation of η is not suitable to our correlated system. It has been

checked via simulation that the approximation is quite accurate in the case of CBR

and uncorrelated Rayleigh channel, which represents the worst case. Any other
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variable source or correlated channel will lead to higher values of η. An example

is plot in Figure 5.6. A Rayleigh channel with average SNR of 10dB has been

simulated. The rate policy is discrete and the target BER is 10−3, leading to a mean

channel rate mc = 1.01. The uncorrelated Rayleigh channel and two di�erent Bessel

channels (fDTS = 0.10 and fDTS = 0.01) are plot. Moreover, the approximation in

(5.1.5) is shown with solid line. The arrival process is constant at a rate varying

from mc/2 to mc. As expected, the uncorrelated channel is well approximated with

equation (5.1.5). As the correlation increases, the probability of non-empty queue

increases. Similar results are obtained with continuous rate policy.
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Figure 5.6: Probability of non-empty queue vs. source rate. Discrete rate policy
with average SNR = 10dB and BERt = 10−3. Uncorrelated channel and Bessel
ACF.

Constant Rate Tra�c

Let us calculate the percentile of the delay for a constant rate tra�c at the rate λ.

The percentile of the delay is directly obtained from equation (5.1.2). Typical
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values of the percentile (95th, 99th) lead to small values of the violation probability ε,

corresponding to the tail of the distribution where the term η is not needed (equation

(5.1.1)). It means that we work in a high load scenario and the probability that the

bu�er is not empty approaches one, i.e. η → 1.

With constant rate tra�c, the percentile of the delay yields:

1− ε = 1− Pr{D(∞) > Dt} = 1− e−θ·λDt (5.1.7)

Let us work out the QoS exponent. Replacing the EBF of a �at Rayleigh channel,

θ is given by:

λ− αC(−θ) = 0 ⇒ θ(λ)
△
= θ(mc, σ

2
c , λ) =

2(mc − λ)

σ2
c

(5.1.8)

If the channel is uncorrelated, the mean mc and the variance σ2
c are those in

equations (4.2.5) and (4.2.8) (continuous rate policy), and (4.2.10) and (4.2.11)

(discrete rate policy). If the Rayleigh channel is time-correlated, we work with the

mean and the variance of the blocks normalized with k, mk/k and σ2
k/k, obtained

with (4.3.4) and (4.3.7).

With θ replaced in (5.1.7), the percentile of the delay is obtained as:

1− ε = 1− Pr{D(∞) > Dt} = 1− e
− 2(mc−λ)

σ2
c

·λDt

(5.1.9)

In Figure 5.7, the percentile of the delay is plot as a function of the source

rate λ, for a given target delay. A continuous rate policy with exponential ACF

is considered, with ρ = 0.8 and ρ = 0.9. The uncorrelated channel is also plot.

The target BER is 10−2 and Dt is �xed to 20 symbols. The channel has average

SNR 5, 10 and 15dB. It can be checked that the percentile of the delay approaches

100% for small values of the source rate, that is, all bits will su�er a delay lower

than the target delay. When the source rate increases, the percentile decreases until

0%. It is worth highlighting the drop down to zero in the case of an uncorrelated
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channel, so that very small changes in the source rate will lead to drastic changes

in the percentile of the delay. It is the expected behaviour with no variability in the

source and no correlation in the channel. When the time correlated of the channel

is considered, the curve of the percentile decays more slowly.

In Figure 5.8, the result for a discrete rate policy is shown. The ACF follows

a Bessel function with fDTS = 0.10 and fDTS = 0.01. The average SNR of the

channel is set to 5, 10 and 15dB. The target BER is 10−2 and Dt is �xed to 150

symbols. The e�ect of the correlation in the decay of the curve is more noticeable

than in the exponential ACF.

In Figures 5.9 and 5.10 the in�uence of the target delay in the uncorrelated

channel is illustrated, for a continuous and a discrete rate policy, respectively. Three

di�erent values are �xed (Dt = 3, 7 and 11 symbols). The average SNR is 20dB.

β = 1 in the continuous rate policy and BERt = 10−2 in the discrete rate policy.

A zoom of the x-axis (source rate) has been done in order to have a better sight of

the decay of the percentile. As expected, the curves decay earlier for smaller values

of the target delay (tighter QoS requirements).

Variable rate tra�c

As example of variable bit rate, the autoregressive tra�c described in Section 3.2.3

modeling streaming services is considered.

A video source is approximated by a continuous �uid �ow model that assumes

that the output bit rate within a symbol period is constant and changes from symbol

to symbol according to the following AR(1) model [Maglaris 1998]:

a[n] = ρA · a[n− 1] + q · w[n] (5.1.10)

w = N (mw, 1) is Gaussian white noise of mean mw and variance 1.
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The e�ective bandwidth of this AR(1) process was [Courcoubetis 1994]:

αA(u) = r ·mw +
r2

2
· u (5.1.11)

where r = q
1−ρA

.

The mean of a[n] is denoted by mA and is obtained as:

mA = r ·mw (5.1.12)

The parameters of the model were detailed in Table 3.1.

To work out θ, the approximation η → 1 is made. The value of the QoS exponent

for the uncorrelated channel is derived by replacing (5.1.3) with (5.1.11) and (4.3.3):

θ(r,mw) =
2(mc − r ·mw)

r2 + σ2
c

=
2(mc −mA)

r2 + σ2
c

(5.1.13)

The percentile of the delay yields:

1− ε = 1− Pr{D(∞) > Dt}

= 1− exp

[
−2(mc −mA)

r2 + σ2
c

(
mA +

r2

2
· 2(mc −mA)

r2 + σ2
c

)
·Dt

] (5.1.14)

The percentile is plot in Figure 5.11. In the source, the correlation parameter

ρA varies from 0.95 to 0.99, which leads to mean source rates mA from 1.05 to 6.33

(abscissa). A continuous rate policy is considered, with β = 1. The target delay

is �xed to 7 symbols. The channel is uncorrelated, with average SNR 10, 15 and

20dB. As expected, with a variable source the decay of the percentile is slower than

in the case of a constant rate source.

5.1.3 PDF and pdf of the delay

From the tail probability in (5.1.1), it is observed that it provides an expression of

the tail of the probability distribution of the delay (PDF) as 1 − ϵ. In the case of

CBR:
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F (Dt) = Pr{D(∞) > Dt} ≈ 1− e−θ·λDt

Dt → ∞ (5.1.15)

Moreover, the tail of the probability density function (pdf) is obtained by taking

the derivative of the PDF, which yields:

f(Dt) =
d(F (Dt))

dDt
≈ θ · λ · e−θλDt

Dt → ∞ (5.1.16)

The theoretical tail of the pdf has been checked by comparison with simulations,

for constant rate tra�c. Figures 5.12 and 5.13 plot the results. The average SNR

has been set to γ̄ = 15dB and the violation probability is ε = 0.1. In the �rst

one, Figure 5.12, the channel is uncorrelated. In Figure 5.13 the channel is time-

correlated following a Bessel function with fD · TS = 10−3. It can be observed

that the pdf tail approximates precisely the measured histograms for large values

of the target delay in both cases. In fact, when the channel is uncorrelated the

approximation is even exact for small values of Dt.
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Figure 5.13: Tail of the pdf of the delay for a time-correlated channel.
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5.1.4 Delay QoS factor

In a Rayleigh channel an attempt to provide deterministic QoS will most likely result

in extremely conservative guarantees. Thus, a requirement of delay will be always

given in terms of a delay constraint (Dt, ε), where Dt is the target delay and ε is

the probability of exceeding Dt.

Under these circumstances, let us de�ne −log(ε)
Dt as the Delay QoS Factor (DQF).

A low value of the DQF (DQF approaching zero) means a poor level of QoS, i.e.,

either the target delay tends to in�nity or the delay is not guaranteed (Shannon

conditions). On the other hand, the DQF approaching in�nity means that either

the target delay is zero or the delay is deterministically guaranteed (unattainable

for Rayleigh channels).

If the tra�c has constant rate and η → 1, then the delay QoS factor gives:

DQF =
− log ε

Dt
=

2 · (mc − λ)

σ2
c

λ (5.1.17)

The evaluation of (5.1.17) is shown in Figure 5.14, for an uncorrelated channel

whose average SNR is 10dB and under a continuous rate policy with β = 1. The

ratio − log(ε)
Dt is represented as a function of the average SNR γ̄ varying from 5dB to

20dB, and the source rate λ varying between mc
2

and mc. Obviously, a high value

of the DQF means that stringent QoS requirements are supported. Thus, the DQF

increases when λ decreases or γ̄ increases.

Consider now AR tra�c as de�ned in Section 5.1.2. Substituting (5.1.13) into

(5.1.2), the following expression for the delay QoS factor is obtained:

DQF =
− log ε

Dt
=

2 · r(mc − r ·mw)

r2 + σ2
c

·
(
mw +

r(mc − r ·mw)

r2 + σ2
c

)
(5.1.18)

The evaluation of (5.1.18) is shown in Figure 5.15, for a channel whose average

SNR is 5dB, under a continuous rate policy and exponential fall for the autocorre-

lation with ρ = 0.95, which leads to a mean mc = 1.72 and σ2
c = 18.12. The DQF
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is represented as a function of the parameters r and mw, varying between 0.5 and

1.5, and 0 and 1, respectively. One can see in the Figure that sources with the same

mean, r ·mw, do not necessarily correspond to the same QoS guarantees expressed

through the ratio − log(ε)/Dt.
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5.1.5 Delay vs. source rate

Let us assume a source transmitting at a rate λ under a delay constraint (Dt, ε).

From (5.1.2), the target delay yields:

Dt = − log(ε) · σ2
c

2mcλ− 2λ2
(5.1.19)

Now, imagine a source transmitting above or below λ, at a rate λ′ = Pλ, where

P is a proportionality constant. It corresponds to moving to the left or to the right,

depending on P , in the curve of the EBF of the channel, obtaining a smaller or a

higher value of the parameter υ, respectively. This leads to a loss or an improvement

in the QoS guarantees. The case of moving to the left is illustrated in Figure 5.16.

0

v

channel

'

'
0

( )
C

Figure 5.16: E�ect of increasing the source rate.

We want to quantify the QoS metrics in the new conditions. If the probability

of violation is to be preserved, then the new delay is:

D = − log(ε) · σ2
c

2mcPλ− 2(Pλ)2
(5.1.20)
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Observe that the denominator changes from positive values to negative values ex-

actly at the ratemc. Obviously, we do not want to transmit at a higher rate than the

ergodic capacity of the channel. In terms of the target delay Dt, equation (5.1.20)

can be expressed:

D = Dt mc − λ

P (mc − 2Pλ)
(5.1.21)

Figure 5.17 shows an example for uncorrelated channel. The average SNR γ̄ is

20dB and the violation probability ε is set to 0.1. The mean of the channel rate is

mc = 5.88. The �gure shows the delay as a function of the source rate, for values

of λ between mc

2
and mc. As expected, the delay increases asymptotically when

approaching mc. It is also observed that very small reductions in the source rate

make the delay to approach 0 quickly, owing to the uncorrelated channel.

If we turn to a correlated channel, we can see larger di�erences in the delay as the

source rate changes. This is illustrated in Figure 5.18. The rate policy is discrete.

The ACF follows a Bessel function with the product fDTS = 0.01. The average SNR

is 10dB and ε = 0.1. The mean of the channel is mc = 1.52. As expected, the delay

increases with the source rate, starting with less than 200 symbols for a source rate

of 0.9 bits per symbol, and increasing up to 600 symbols for source rates of 1.4 bits

per symbol.

5.2 Capacity with Probabilistic Delay Constraint

CDt,ε

5.2.1 Constant rate tra�c

In view of Figure 5.2 and the graphics of the QoS exponent as a function of the

source rate, we propose the de�nition of a new capacity in a wireless system, the

Capacity with Probabilistic Delay Constraint CDt,ε. Its derivation and mean-

ing is explained next.
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The capacity of a channel dictates the maximum data rate that can be trans-

mitted over it. In wireless communications, several capacities have been de�ned in

the literature under a variety of constraints and models. The well known ergodic

capacity [Biglieri 1998] is the maximum error-free digital communication on a wire-

less noisy channel in Shannon's sense, i.e. with no restrictions to its complexity

and delay. On the other hand, delay-limited capacity is associated to the maximum

�xed-rate that can be deterministically guaranteed, which implicitly ensures delay.

Delay-limited capacity is zero for Rayleigh fading channels. In such cases, we

propose the de�nition of its probabilistic version, the Capacity with Probabilistic

Delay Constraint CDt,ε. CDt,ε is de�ned as the maximum source rate supported by

the channel under a target BER and keeping delay under the bound Dt except for

a given probability ε. Reducing ε ensures Dt for a higher percentage of time and

the speci�c case with assurance (ε = 0) represents delay-limited capacity.

To derive CDt,ε, the delay constraint is obtained from (5.1.2), under high load

conditions:

− log(ε)

Dt
= θ · αA(θ) (5.2.1)

With the QoS exponent (5.1.8) substituted into (5.2.1), the value of λ that

matches the equation is the Capacity with Probabilistic Delay Constraint

CDt,ε and is written in very simple terms as:

CDt,ε =
mc

2
+

1

2

√
m2

c − 2σ2
c

(− log ε)

Dt
=
mc

2
+

1

2

√
m2

c − 2σ2
c ·DQF (5.2.2)

Further analysis of equation (5.2.2) reveals interesting points. Two foreseen

limits can be checked. As the DQF decreases (high Dt values or ε → 1), the QoS

requirement relaxes and CDt,ε approaches mc, which is the ergodic capacity of the

channel for the corresponding rate policy and under Shannon conditions. On the

other hand, as the DQF increases (the target delay Dt or ε become lower), the

wireless channel tolerates lower tra�c arrival rates in order to guarantee the delay
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constraints. Obviously, CDt,ε always stays below the ergodic capacity. The in�uence

of the target BER is captured in the mean and the variance (through the parameter β

in the continuous rate policy and the thresholds in the discrete case). The lower the

tolerated target BER, the lower the capacity. Moreover, the variance also captures

the in�uence of the correlation among samples when the channel is time-correlated.

Thus, as correlation increases (σ2
c increases and fD ·TS decreases), the second addend

in the square root increases in absolute value and CDt,ε diminishes. Naturally, source

rates below CDt,ε will carry out with the delay QoS requirements.

For certain values of ε and Dt, the evaluation of (5.2.2) results in a complex

number (when the expression under the square root becomes negative). It happens

for values of the delay QoS factor above DQFmax = 1
2

(
mc

σc

)2
. For this limiting value

of DQF, the capacity is CDt,ε =
mc

2
. Values of DQF above DQFmax are not part of

the domain of the function CDt,ε and the capacity is plot as zero in the �gures.

The DQF could be rede�ned to include the probability of non-empty queue:

DQF =
− log ε

η

Dt
(5.2.3)

In this case, a tighter expression of the capacity should be given:

CDt,ε =
mc

2
+

1

2

√
m2

c − 2σ2
c

(− log ε
η
)

Dt
(5.2.4)

Let us observe the tradeo� between the delay constraint and the capacity, illus-

trated in Figure 5.19.

In Figure 5.19 (a), the capacity normalized by the mean mc is plot as a function

of the target delay. There is a minimum value of Dt denoted as Dt
min in the �gure,

corresponding to the target delay that makes the expression under the square root

negative (given a violation probability and some channel conditions). Thus, Dt
min

expresses the tighter value of target delay that can be supported by the channel
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with a certain ε. The in�uence of the violation probability and the variance of the

channel is also indicated. If ε decreases (approaches zero), Dt
min moves to the right

and the capacity decreases. On the other hand, if the correlation of the channel

decreases or the target BER increases (σ2
c decreases), the capacity increases and the

curve moves to the left.

In Figure 5.19 (b) CDt,ε/mc is plot as a function of the probability of exceeding

the target delay. In this case, the value εmin is represented in the �gure, expressing

the minimum value of violation probability supported by the channel for a given

target delay. If the QoS requirements are tight (small value of the target delay),

εmin moves to the right and the normalized capacity decreases. Finally, when the

correlation of the channel diminishes or the target BER increases, the curve of

capacity moves to the left.
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Figure 5.19: Normalized Capacity with Probabilistic Delay Constraint. (a) Capacity
vs. target delay. (b) Capacity vs. violation probability
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Evaluation of CDt,ε

The evaluation of CDt,ε under di�erent channel conditions is done next. The capacity

is plot as a function of the target delay. Values of capacity below mc/2 are not part

of the domain of the function and are plot as zero in the �gures.

Figure 5.20 presents the evaluation of CDt,ε for an uncorrelated channel and

with both rate mechanisms, continuous and discrete. Two values of γ are shown,

10dB and 20dB, and two violation probabilities, ε=0.1 (percentile 90%) and ε=0.05

(percentile 95%). CDt,ε is drawn as a function of Dt for the di�erent values of γ and

ε. The target BER is set to BERt = 10−3. As presumed, for the same γ value, the

discrete rate capacity is always below the continuous rate case. The behavior of both

schemes (continuous and discrete) is similar, but the reduction in the maximum rate

for the discrete case is more noticeable.
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Figure 5.20: Capacity with Probabilistic Delay Constraint. Uncorrelated channel.

In Figures 5.21 and 5.22 the in�uence of the target BER is illustrated for the
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continuous and the discrete rate policy, respectively. In the continuous case the

value β = 1, corresponding to the upper bound, is also shown. The average SNR is

set to 20dB and the capacity is plot as a function of the target delay. The demand

of a stricter target BER results in a lower value of capacity. For any value of the

target BER the continuous rate policy obtains higher values of capacity.

The evaluation of a time-correlated Rayleigh channel is shown in Figures 5.23

and 5.24 for continuous and discrete rate policy, respectively.

In the case of a continuous rate mechanism, we present two di�erent values of γ,

5dB and 10dB. The parameter β is 1 and the target BER is set to 10−2 in the discrete

rate policy. ε = 0.10 and the correlation follows an exponential decay with the

parameter ρ set to 0.95 and 0.99. The result of the uncorrelated case (marked with

triangles) is also represented to perform the comparison with the time-correlated

channel. We observe that the correlation in the channel response is harmful to the

delay behaviour and thus the capacity is lower for stronger correlations, i.e. higher

values of ρ. Consequently, the time-correlated channel capacity is always below the

uncorrelated case.

In the discrete rate mechanism, Figure 5.24, the average SNR is set to 15dB. The

correlation is now a �rst-kind Bessel function and the product fD · TS takes on two

values, 50 ·10−3 and 10 · 10−3. The capacity is plot as a function of the target delay.

The result of the uncorrelated case is again marked with triangles. Once more, for

the same value of γ the time-correlated capacity is always below the uncorrelated

case, which is an upper bound that is very close to the ergodic capacity for the

values of Dt drawn in the �gure. The uncorrelated case is practically the same as

the ergodic capacity mc for the values of Dt drawn in the �gure. Notice that for

the same violation probability (percentile 90%), the target delays Dt (x-axis) to be

represented in the correlated channel in order to obtain and draw CDt,ε > 0 are

much higher than in the uncorrelated case, even for the values of correlation shown

in the �gure, which are not very high.
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and continuous rate policy. In�uence of the target BER.
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Finite State Markov Chain

We repeat the calculations of the capacity with a channel modeled through a FSMC,

which will be compared to ours later.

The e�ective bandwidth of a channel modeled with a FSMC was (equation

(4.4.5)):

αC(υ) =
1

υ
log(Ω(P ·C(υ))) (5.2.5)

where P is the transition probabilities matrix, C(υ) is a diagonal matrix whose di-

agonal elements are of the form cii = exp(riυ), ri are the bits per second transmitted

when region i is selected and Ω(·) is the spectral radius, de�ned as the maximum of

the absolute values of the eigenvalues of the matrix.

With a constant rate source, the value of λ is worked out from (5.2.1) :

λ ≈ −
log ε

η

θ ·Dt
(5.2.6)

In a high load scenario, the probability that the bu�er is empty approaches one,

i.e. η → 1.

The value of the QoS exponent θ is obtained by replacing (5.1.3) with (5.2.6)

and (5.2.5):

λ · θ + log(Ω(P ·C(−θ))) = 0 (5.2.7)

The computation of the rate λ provides the limiting source rate that accomplishes

the QoS constraint, i.e., the Capacity with Probabilistic Delay Constraint CDt,ε. In

this case, it cannot be explicitly derived:

CDt,ε = − log ε

θ ·Dt
(5.2.8)
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where θ is the solution to:

− log ε

Dt
− log(Ω(P ·C(−θ))) = 0 (5.2.9)

Figure 5.25 compares our result (marked with dashes) to that provided by the

FSMC (marked with dots), for a discrete rate policy. The average SNR is set to

15dB, the correlation is now a �rst-kind Bessel function and the product fD ·TS takes

on two values, 50 · 10−3 and 10 · 10−3. The result of the uncorrelated case is again

marked with triangles. As expected, the result provided by the FSMC overestimates

the capacity for strict delay constraints, corresponding here to small values of the

target delay.
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5.2.2 Variable rate tra�c

It is well known that if sources are more bursty, queueing performance is degraded,

and to meet QoS the service rate has to be increased. In particular, delay su�ered

by an information �ow depends not only on the transmission rate but also on the

distribution and self-correlation of the information rate. Even in wired systems

(constant rate channels) di�erent distributions of the information process having

the same average rate will cause di�erent delays. As an example, it is known that

ON-OFF sources with longer on-o� periods and the same average rate su�er higher

delays than less variable rate sources.

Under certain channel conditions and QoS metrics, the maximum CDt,ε has been

obtained when the incoming user tra�c has constant rate. For any other source

process, the maximum average source rate with supported delay will be lower. Thus,

the in�uence of the parameters of the outsourcing process can be investigated. The

derivation of the capacity for variable bit rate processes will depend on the model

of the tra�c source. As an example, the study of the capacity is carried out for two

of the tra�c models presented in Chapter 3: ON-OFF tra�c modeling voice tra�c,

and an autoregressive source rate which models streaming services. Finally, the

procedure to be applied when the EBF of the source cannot be obtained analytically

is explained.

ON-OFF tra�c

Let us consider the ON-OFF tra�c detailed in Section 3.2.2, modeling a voice user.

We reproduce here the EBF of this source, found in [Kelly 1996]:

αA(u) =
1

2u

[
h · u− µ− λ+

√
(h · u− µ+ λ)2 + 4 · λ · µ

]
(5.2.10)

Since three parameters (h, λ and µ) are now involved in the de�nition of the

arrival process, the formulation of CDt,ε gets complicated. The maximum mean
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source ratemA that can be supported ful�lling the desired value of ε can be obtained.

The QoS exponent is obtained by solving (5.1.3) for an ON-OFF process in the

source and a channel of parametersmc and σ2
c . With (5.2.10) and (4.3.3) substituted

into equation (5.1.3), the QoS exponent θ is found to be the solution of the following

cubic equation:

(σ2
c )

2θ3 − 2σ2
c (2mc − h)θ2 + (4m2

c − 4hmc − 2µσ2
c

− 2λσ2
c )θ + 4mcλ+ 4mcµ− 4hλ = 0 (5.2.11)

The solution of (5.2.11) is employed in (5.2.1) to obtain this mean mA(D
t, ε):

mA(D
t, ε) = −1

2
· λ

λ+ µ
· (σ

2
c )

2
s3 − 4σ2

cmcs
2 + 4m2

cs− 2σ2
c (λ+ µ)s+ 4mc(λ+ µ)

σ2
cs

2 − 2mcs− 2λ
(5.2.12)

with s:

s =
−mcD

t −
√
(mcDt)2 − 2σ2

cD
t log ε

σ2
cD

t
(5.2.13)

The analysis of the limits in (5.2.12) is not so obvious as in (5.2.2) but the

dependence with Dt and ε is expected to be similar. The e�ect of the parameters

of the channel process (mc and σ2
c ) and the source process (λ and µ) are discussed

next.

Figures 5.26 and 5.27 show the evaluation of mA(D
t, ε) as a function of the

target delay Dt for ε = 0.1. A discrete rate policy with the constellations and

thresholds de�ned before is employed. Additionally, the discrete-time ACF of the

channel response follows a Bessel function with fD the maximum Doppler frequency

in Hertz and TS the symbol period.

In Figure 5.26 the in�uence of the channel parameters can be evaluated. No

changes with regard to the case of constant tra�c are expected. The transition
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probability rates λ and µ are equal and set to 0.01. The average SNR takes two

values, 10dB and 15dB. Two di�erent values of the product fD · TS are represented,

5 · 10−2 and 1 · 10−2. The result of the uncorrelated case is also printed in order

to compare with the time-correlated channel. As we have already observed in the

constant tra�c, the correlation in the channel response is harmful to the delay and

the capacity diminishes with stronger correlation. Consequently, the uncorrelated

channel capacity is always above the time-correlated case. In any case, both of them

keep below the ergodic capacity.

In Figure 5.27 we can go deeper in the joint in�uence of the channel and the

source parameters. The transition probability rates are equal with three di�erent

values (0.1, 0.01 and 0.001). The product fD · TS is set to 5 · 10−2 and 1 · 10−2.

As expected, shorter ON and OFF states in the source process are bene�cial to

the capacity, and therefore the capacity increases for higher values of transition

probability rates. Furthermore, it can be observed that the curves of the two di�erent

correlation values cross, showing the combined e�ect of the channel and the source

parameters. Thus, in order to statistically accomplish certain delay, less frequent

transitions between ON and OFF states can be carried over channels with weaker

time correlation.

AR tra�c

In the case of AR tra�c, it is also feasible to obtain the maximum mean source rate

mA that can be supported ful�lling the desired value of ε. This mean mA(D
t, ε)

is derived from (5.1.11) by replacing the EBF of the Rayleigh channel and as a

function of the QoS exponent:

αA(θ) = mA +
r2

2
θ = αC(−θ) ⇒ mA(D

t, ε) = mc −
(
σ2
c

2
+
r2

2

)
θ (5.2.14)

where the QoS exponent is derived from (5.1.2):

log(ε) = −θαC(−θ)Dt ⇒ θ =
mc

σ2
c

−

√(
mc

σ2
c

)2

+
2 log ε

σ2
cD

t
(5.2.15)
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Figures 5.28 and 5.29 evaluate (5.2.14) as a function of the target delay Dt. In

Figure 5.28 the source parameter r is set to 0.8781 as in [Maglaris 1998]. Two values

of violation probability, ε = 0.1 and ε = 0.01 are plot. The channel is uncorrelated

with average SNR 15dB and 25dB. The discrete and continuous rate policies are

shown both with a target BER of 10−3. The same conclusions obtained for the

constant tra�c apply here.

In Figure 5.29 ε is set to 0.1 and the in�uence of the source captured in r is

illustrated. When r increases the capacity decreases and viceversa. Thus, if ρA

(in the denominator of r) increases, i.e. the tra�c is more correlated, the capacity

decreases. In the �gure, the parameter ρA is set to 0.7, 0.8 and 0.9. Obviously,

the in�uence of the parameter q is the opposite: when q increases the weight of the

white noise increases and so does the capacity.

Other tra�c sources

From Chapter 3 we know that in many occasions the e�ective bandwidth of the

source either has no analytical expression or the analytical formula is highly complex.

In these cases, it is more convenient to work with the measured function. In other

occasions the number of parameters involved in the EBF is too high and it does not

make sense to work out the capacity with probabilistic delay constraint. Anyway it is

feasible to study the behaviour of the delay and to determine if the delay constraint

can or can not be accomplished.

The iterative procedure to study the delay in this situation is as follows.

• Consider a �at Rayleigh channel with parameters mc and σ2
c (mk/k and σ2

k/k

if it is time-correlated).

• Assume that the delay constraint to be ful�lled is given by (Dt, ε).

• Evaluate the QoS exponent with (5.2.15).
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Figure 5.28: Capacity with probabilistic delay constraint for AR tra�c. In�uence
of the channel parameters
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of the source parameters
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• Evaluate αA(θ) from the measured or estimated function.

• Evaluate αC(θ) = mc +
σ2
c

2

• If αA(θ) is less than or equal to αC(θ), then the delay constraint can be ac-

complished.

• Otherwise, the delay constraint can not be ful�lled. Try with a higher value

of Dt or ε.

5.3 Simulation comparison

A queueing system has been simulated and compared with the analytical results in

order to validate our analysis.

Constant rate tra�c

First of all, constant rate tra�c is simulated, with the scenario shown in Figure

5.30.

source transm itting at the

constant rate given by  
,

t
D

C
every  slot, m easures of 

bits exceeding the target 

delay  D t are m ade

service process generated

from  Clarke’s m odel

,
[ ] t

D
a n C

[ ]c n

[ ]D n

Figure 5.30: Simulation system

For certain values of Dt and ε, the Capacity with Probabilistic Delay Constraint
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is evaluated with (5.2.2). The arrival process generates source data at the (constant)

resulting limiting rate, CDt,ε. Bits are sent to the bu�er of queue length Q[n] in the

nth sample interval. The bits in the queue are transmitted over the fading channel

according to a FCFS discipline and at service rate c[n]. The description of the queue

with Kendall notation is D/G/1, with service times that are correlated in the case

of generic Rayleigh channel and time-independent when the block fading scenario

is considered. The tail probability of exceeding the delay target is measured based

upon the measures of the delay su�ered by bits leaving the queue. Notice that the

expected value of this tail probability, Pr{D(∞) > Dt}, is ε.

The result of the simulations for an uncorrelated and time-correlated channel are

shown in Figure 5.31 and Figure 5.32, respectively. In Figure 5.31, Pr{D(∞) > Dt}

is represented for a target delay of 10 symbols and an expected violation probability

ε = 0.1, for the continuous case, and ε = 0.05, for the discrete case. The analytical

result modi�ed by the probability of non-empty queue is also shown. It can be

observed that the measured violation probability is always lower than ε since the

capacity was obtained for η = 1, η approaching 1 as Dt or γ increases. Note that

the QoS requirements are very accurately reached with the simple result for CDt,ε

in (5.2.2).

Figure 5.32 represents Pr{D(∞) > Dt} for the simulations of the time-correlated

channel with a target delay of 140 symbols. Two di�erent values of the product fD ·Ts
are presented. For the �rst one, fD ·Ts = 10 · 10−4, the rate is adapted following the

continuous policy and the violation probability is �xed to ε = 0.1. For the second

value of fD · Ts, 10 · 10−3, the discrete rate policy is employed and ε = 0.05. Once

more, the curve including the term η approximates more precisely the simulated

results in both cases. Nevertheless, the QoS requirements are ful�lled, achieving a

very accurate approximation in the continuous rate policy.
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Variable rate tra�c

• ON-OFF tra�c

The arrival process is generated according to an ON-OFF process. Regarding

the service process, the service times are correlated when the time-correlation of the

Rayleigh channel is considered and time-independent if block fading is assumed.

Certain values of the delay constraint Dt, ε are �xed, as well as the channel and

the source parameters. Then, the Capacity with Probabilistic Delay Constraint is

evaluated with (5.2.12). With the arrival process generating the source data at the

mean resulting limiting rate, CDt,ε, the tail probability of exceeding the delay target

is measured, with expected value ε.

Figure 5.33 shows the results of the simulations. Pr{D(∞) > Dt} is represented
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Figure 5.33: ON-OFF tra�c

as a function of the mean SNR, in the range from 5dB to 15dB, for a target delay
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of 60 symbols and violation probability ε = 0.10 and ε = 0.01. The service rate c[n]

has been generated for the two options considered here: uncorrelated and correlated

Rayleigh wireless channel. In the case of the correlated one, the product fD · TS
has been set to 0.05. The discrete rate policy with adaptive modulation works with

the same parameters speci�ed in Chapter 2: for each SNR value the transmitter

selects the most dense constellation that keeps the instantaneous BER under the

maximum BERt = 10−2 between the four di�erent uncoded constellations (BPSK,

QPSK, 16QAM and 64QAM) and the option of no transmitting if the instantaneous

SNR is below a certain threshold. In the source process, the mean ON and OFF

rate, λ and µ, are equal and set to 10−2. Once again the QoS requirements are

very accurately reached with the result for CDt,ε in (5.2.12): the measured violation

probability is the expected ε. The capacity was obtained under the assumption that

η = 1, a high load scenario that constitutes an upper bound. It has been checked

in the simulations that the measured probability of non-empty queue η is one.

• AR tra�c

The simulation of the AR tra�c is shown in Figure 5.34. The arrival process

now generates source data according to an autoregressive model of order 1. The

parameters of the source have been taken from [Maglaris 1998].

The rate policy is assumed to be continuous, with β = 1, average SNR 5dB and

a discrete-time ACF following an exponential fall with rate ρ = 0.95, which leads

to a mean mc = 1.72 and a variance σ2
c = 18.12. With the expression in (5.1.18) it

is feasible to predict the ratio log(ε)/Dt. In the simulations, the target delay has

been varied from 0 to 10 symbols and the probability of exceeding this target delay

is measured and compared to the predicted ε. Once more, the predicted values of

delay behaviour are accurately reached, obtaining a better approximation when the

curve includes the measured term η (dashed line).
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5.4 Summary

The e�ective bandwidth function of the source and the channel process make fea-

sible the analysis of the queueing system. The EBT provides a solution of the tail

probability function of the delay. The analysis of the delay in a �at Rayleigh chan-

nel can be done by means of the EBT. The percentile of the delay or the tradeo�

between delay and source rate are obtained. In addition, we propose the de�nition

of a new concept of capacity in a wireless system, the Capacity with Probabilistic

Delay Constraint, CDt,ε. This capacity represents the maximum allowable rate that

the channel can transport under a delay constraint, expressed in terms of a target

delay Dt and the probability of exceeding it, ε. In contrast to the delay-limited

capacity, which turns to be zero in Rayleigh channels, CDt,ε is related to statistical

QoS guarantees. With the numerical evaluation, the potential of the Capacity with

Probabilistic Delay Constraint has been shown, giving explicit information of the

limits on the information that can be transmitted under certain conditions in the
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channel, the outsourcing process and the QoS metrics. It is also worth mention-

ing the mathematical tractability of the result, which permits its exact numerical

evaluation with explicit values of the QoS parameters.
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Chapter 6

Delay constrained communications
over frequency selective channels

The analysis of the delay for �at Rayleigh channels was addressed in the prece-

dent chapter. Here, the results are generalized to a multi-channel system employing

OFDM modulation over a frequency-selective Rayleigh channel. With this purpose,

the e�ective bandwidth function of the frequency selective channel is �rst obtained.

Then, it is feasible to redo the analysis of the delay for the new system model. More-

over, the Capacity with Probabilistic Delay Constraint CDt,ε in this new scenario is

also examined.

The results presented in this chapter have been partially published in [Soret 2009a].

The chapter is organized as follows. First of all, the system model is presented

in Section 6.1. Closed-form expressions of the new channel e�ective bandwidth

function are obtained in Section 6.2. This result makes it possible to obtain the

percentile of the delay in a OFDM system, as detailed in Section 6.3. The Capacity

with Probabilistic Delay Constraint in a OFDM system is presented in Section 6.4.

Section 6.5 shows the comparison of our results with simulations. Finally, some

concluding remarks are given in Section 6.6.

123
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6.1 System model for the OFDM system

6.1.1 OFDM

The origins of the Orthogonal Frequency Division Multiplexing (OFDM) date back

to the 1960s. In [Doeltz 1957] the authors introduce the principle of transmitting

data by dividing it into several interleaved bit streams, and using these to modulate

several carriers. Nevertheless, it was not really considered an interesting option due

to technological limitations until recently, where it has been adopted as the main

transmission strategy in many standards. Among others, it has been selected for dig-

ital audio and video broadcasting (DAB/DVB), wireless Local Area Networks (LAN)

(HIPERLAN/2 in Europe, IEEE802.11a in North America) and Metropolitan Area

Networks (MAN) (IEEE802.16) and the fourth generation of cellular wireless (LTE).

OFDM combats frequency selective fading by decomposing the wideband chan-

nel into a set of �at fading narrowband orthogonal subchannels that can be in-

dependently modulated. Correlation between subcarriers is closely related to the

delay spread of the channel. Moreover, OFDM multicarrier nature allows the use

of adaptive modulation [Chung 2001] to enhance its performance signi�cantly. In

particular, constellation modulating each subcarrier can be selected suitably to the

frequency and time varying conditions of the physical channel.

Over frequency selective channels, OFDM decomposes the total bandwidth into

F equally spaced subcarriers, each of them relatively narrowband (Figure 6.1). An

Inverse Fast Fourier Transform (IFFT) is used at the transmitter to modulate the

comb of subcarriers, and a cyclic pre�x is added to eliminate intersymbol inter-

ference. At the receiver, the dual process is performed. At each subcarrier, the

perceived time variant channel response at instant n is denoted as H[n, f ], where

the index f indexes the subcarriers.

Assuming the employment of adaptive modulation at each subchannel, subcarrier
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f
f1 fFf2 ...

Figure 6.1: OFDM spectrum.

f can transmit at an instantaneous rate cf [n], which changes according to the time

varying channel state. A discrete rate policy with constant transmitted power is

considered (see Section 4.1.2). At each subcarrier the range of received SNR is

divided intoM consecutive regions, each of them associated with a constellation size.

A constellation of Mi symbols is selected within the fading region (Γi−1,Γi), i =

0, 1, ..,M (de�ning Γ−1 = 0). Therefore, cf [n] can be expressed as a function of the

envelope of the channel gain, zn,f = |H[n, f ]|:

cf [n] = c(zn,f ) = log2(Mi) = ci,

ϱi−1 6 zn,f < ϱi, i = 0..M, with ϱk =

√
Γk

γ

(6.1.1)

6.1.2 Channel model

The frequency selective channel is modeled as a set of L taps, each of them delayed

τl from the �rst one and with a time varying gain hl[n] [Rappaport 2002]:

h[n, τ ] =
L−1∑
l=0

hl[n]δ[τ − τl] (6.1.2)

The time varying gain of each tap, hl[n] is:

hl[n] = plhnorm[n] (6.1.3)
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where the constant pl determines the power of the tap and hnorm[n] is a zero-mean

complex-valued Gaussian process.

The channel perceived at each subcarrier f is obtained by means of the Fourier

transform of (6.1.2) respect to the delay parameter τ :

H[n, f ] = F
τ
{h[n, τ ]} (6.1.4)

The power delay pro�le (PDP) or multipath intensity pro�le gives the intensity

of a signal received through a multipath channel as a function of the time delay. The

time delay is the di�erence in travel time between multipath arrivals. The abscissa

is in units of time and the ordinate is the powers pl. It is easily measured empirically

and can be used to extract certain channel's parameters such as the delay spread.

We can also characterize the time-varying multipath channel in the frequency

domain. In this case, the coherence bandwidth Bc is a parameter commonly used

to provide a measure of the range of frequencies over which the channel can be

considered frequency-�at. It is closely related to the PDP through the rms delay

spread:

Bc ≈
1

2πD
(6.1.5)

where D is typically taken to be the rms delay spread in seconds.

Two examples of frequency selective channel are employed in this chapter. Both

of them belong to the recommendation of ITU for IMT-2000 systems [ITU-R 1997].

In particular, the pedestrian test environment channel A and the vehicular test

environment channel A have been implemented. The tapped delay line parameters

of the channels are shown in Table 6.1. For each tap of the channels three parameters

are given: the time delay relative to the �rst tap, the average power relative to the

strongest tap, and the Doppler spectrum of each tap 1.

1Recall that the term classic in the Doppler spectrum refers to Jakes' spectrum.
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Table 6.1: Parameters of the pedestrian and vehicular channels.

Pedestrian Channel A Vehicular Channel A
Tap Relative

Delay (ns)
Average
Power (dB)

Relative
Delay (ns)

Average
Power (dB)

Doppler
Spectrum

1 0 0 0 0 Classic
2 110 -9.7 310 -1 Classic
3 190 -19.2 710 -9 Classic
4 410 -22.8 1090 -10 Classic
5 - - 1730 -15 Classic
6 - - 2510 -20 Classic

6.1.3 Queueing model

The queueing system (see Figure 6.2) is an extension of that applied for the �at

Rayleigh fading. It consists of a source process that characterizes the incoming user

tra�c and F servers in parallel representing the F subcarriers.

With the same discrete-time �uid model applied in �at channels, the incoming

source tra�c has an instantaneous rate a[n]. On the other hand, subcarrier f

can transmit at an instantaneous rate cf [n], so that the total instantaneous rate

of the wireless channel is c[n] =
F∑

f=1

cf [n], where F is the number of subcarriers.

The de�nition of accumulated source rate A[n] is the same considered up to now,

A[n] =
n−1∑
m=0

a[m], and for the channel process:

C[n] =
n−1∑
m=0

c[m] =
n−1∑
m=0

F∑
f=1

cf [m] (6.1.6)

With the considerations above, the rest of the analysis of the queueing system

is analogous to the one in Chapter 2, with the di�erence that now the transmission

rate is the sum of the instantaneous transmission rate in every subcarrier. The

expression of the probability of exceeding a target delay Dt has not changed:

ε = Pr{D(∞) > Dt} ≈ η · e−θ·αA(θ)Dt

= η · e−θ·αC(−θ)Dt (6.1.7)
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Figure 6.2: Queueing model used for OFDM systems.

where ε is the probability of exceeding the target delayDt. The EBF of the frequency

selective channel has to be calculated.

6.2 E�ective Bandwidth Function of a frequency se-

lective channel

Similarly to the case of �at Rayleigh channels, the analysis of the EBF of the channel

αC(u) is faced by dividing the cumulative channel rate C[n] in the interval [0..n]

into B = ⌊n
k
⌋ blocks of size k, as shown in Figure 6.3:

The cumulative transmission rate is written:

C[n] =
B−1∑
b=0

Cb[k] (6.2.1)



Delay constrained communications over frequency selective channels 129

k

n

0
[ ]C k

1
[ ]C k

1
[ ]

B
C k

n
B

k

[ ]C n

subcarrier 1

subcarrier 2

subcarrier F

.

.

.

. . .

. . .

. . .

Figure 6.3: Block division of C[n].

where Cb[k] is the accumulated channel rate in block b:

Cb[k] =
k−1∑
p=0

c[k · b+ p] =
k−1∑
p=0

F∑
f=1

cf [k · b+ p] (6.2.2)

The same arguments considered in the �at channel apply here. Not only the time

correlation between the elements in the block is considered but also the frequency

correlation. Nevertheless, independence between elements of di�erent blocks can be

assumed if a proper selection of the block's length k is done. This way C[n] is the

sum of independent and identically distributed random variables, the blocks Cb[k],

and the Central Limit Theorem is applicable.

The choice of k has to �t in with the same considerations stated in the �at

channel. Therefore, it is closely related to the correlation of the channel, now not

only on time but also on frequency. If the channel is strongly time- or frequency-

correlated, longer blocks have to be de�ned in order to assume independent blocks.

In the numerical evaluations and simulations conducted throughout this chapter,
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the validity of this Gaussian approximation for C[n] has been validated by testing

for normality (Lilliefors test) on the result for the selected values of k.

Under these conditions (su�ciently long k and n), the e�ective bandwidth func-

tion of the resulting Gaussian distribution of C[n] is computed as:

αC(υ) = lim
n→∞

1

n · υ
logE

[
eυC[n]

]
=
mk

kF
+
u

2

σ2
k

kF
(6.2.3)

where mk and σ2
k are the mean and the variance of the blocks Cb[k] normalized

with the block length.

The mean mk is readily computed from the mean mc of the discrete random

variable cf [n]:

mk = F · k ·mc = F ·
M∑
i=0

pi · ci (6.2.4)

where the probability of using the ith constellation is given by:

pi = exp(−Γi−1

γ̄
)− exp(−Γi

γ̄
) (6.2.5)

However, the evaluation of the variance of the blocks is not straightforward. The

following two properties will be used to derive σ2
k ([Papoulis 2002]):

var(
k−1∑
p=0

Xp) =
k−1∑
p=0

k−1∑
q=0

cov(Xp, Xq)

cov(
k−1∑
i=0

Xi,

k−1∑
j=0

Yi) =
k−1∑
i=0

k−1∑
j=0

cov(Xi, Yj)

(6.2.6)

with autocovariance function

cov(Xn, Xn+m) = E[XnXn+m]− E[Xn]E[Xn+m] (6.2.7)
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Applying the expression above to the variance of the blocks we obtain:

σ2
k = var(

k−1∑
p=0

F∑
f=1

cf [p]) =
k−1∑
p=0

k−1∑
q=1

F∑
f=1

F∑
g=1

(
E
[
cf [p]cg[q]

]
−m2

c

)
(6.2.8)

The meanmc is known from the �at channel. Thus, the evaluation of the variance

of the blocks comes down to evaluating E[cf [n]cg[m]]. To do it the instantaneous

service rate cf [n] is expressed as a function of the envelope of the response of the

channel zn,f = |H[n, f ]|, as in (6.1.1). The expectation is solved by splitting the

integral in zn,f in several addends and the same is done for the integral in zm,g. The

expectation can then be written as:

E[cf [n]cg[m]] =
M∑
i=1

ci
M∑
j=1

cj Fm−n,g−f (ϱ
i, ϱj) (6.2.9)

with:

F∆n,∆f (ϱ
i, ϱj)

= Fz(ϱ
i, ϱj,∆n,∆f) + Fz(ϱ

i−1, ϱj−1,∆n,∆f)

−Fz(ϱ
i−1, ϱj,∆n,∆f)− Fz(ϱ

i, ϱj−1,∆n,∆f)

(6.2.10)

Fz(ϱ
i, ϱj,∆n,∆f) is the bivariate cumulative distribution function (CDF) for
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Rayleigh distributed variables [Simon 2005] (pp. 172, eq. 6.7):

Fz(u, v,m, g) = 1− g(u, v,m, g)+

+
1

2π

π∫
−π

exp

(
−
u2 + v2 + 2

√
Rz2(m, g)uv sin θ

1−Rz2(m, g)

)

·

(1−Rz2(m, g))u
2v2 +

√
Rz2(m, g) (1−Rz2(m, g))uv (u

2 + v2) sin θ(
Rz2(m, g)u2 + 2

√
Rz2(m, g)uv sin θ + v2

) ·

1(
u2 + 2

√
Rz2(m, g)uv sin θ +Rz2(m, g)v2

)
 dθ,

g(u, v,m, g) =



exp(−v2) 0 6 v <
√
Rz2(m, g)u

1

2
exp(−u2) + exp(−u2Rz2(m, g)) v =

√
Rz2(m, g)u

exp(−u2) + exp(−v2)
√

Rz2(m, g)u 6 v < u/
√

Rz2(m, g)

1

2
exp(−v2) + exp(−v2Rz2(m, g)) v = u/

√
Rz2(m, g)

exp(−u2) u/
√

Rz2(m, g) < v

(6.2.11)

The correlation parameter Rz2(∆n,∆f) is:

Rz2(∆n,∆f) =
cov(z2n,f , z

2
m,g)√

var(z2n,f )var(z2m,g)
(6.2.12)

which in turns depends on the expectation E[|H(n, f)| |H(m, g)|].

The expectation E[|H(n, f)| |H(m, g)|] expresses the correlation of the channel
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gain at di�erent frequencies and time instants. This expectation yields:

E[|H(n, f)| |H(m, g)|]

= E[
L−1∑
l=0

|hl[n]|e−j 2π
M

fl

L−1∑
l′=0

|h′l[m]|e−j 2π
M

gl′ ]

= E[
L−1∑
l=0

|hl[n]||h′l[m]|e−j 2π
M

(f−g)l]

= E[|hnorm[n, f ]| |hnorm[m, g]|] ·

(
L−1∑
l=0

ple
−j 2π

M
(f−g)l

)
(6.2.13)

where the second equality comes from the independence among taps and |hnorm[n, f ]|

and |hnorm[m, g]| are Rayleigh distributed.

Observing (6.2.13), the expression consists of two independent factors, corre-

sponding to the time and frequency correlation, respectively. The �rst term is the

time-correlation function. If the Jakes' model is assumed, then it is the well-known

result of the Bessel function already employed in the �at channel:

E[|hnorm(n, f)| |hnorm(m, f)|] = J0(2πfDTS(m− n)) (6.2.14)

with J0(.) the zeroth order Bessel function of the �rst kind, fD the maximum Doppler

frequency and TS the symbol period. This is the time-correlation function used along

this chapter. Nevertheless, any other correlation function can be considered.

The second factor in (6.2.13) is the Fourier transform of the Power Delay Pro�le,

pl, which describes the number L and delay τl of the multipath components, as well

as the average power associated with each multipath delay of the considered channel.

This section about the e�ective bandwidth function of a frequency selective chan-

nel concludes by presenting the numerical evaluation of αC(−υ) with the detailed

mean and variance for a frequency-selective channel. To check the validity of the

outcomes, the mean and the variance have been measured over a long realization of

the instantaneous transmission rate process and compared to the analytical results,

following the same method as described in Chapter 5.
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Figure 6.4 shows the result of computing (6.2.3) with an average SNR of 10dB

and 14dB and 16 subcarriers. The PDP corresponds to a vehicular channel A as

de�ned in [ITU-R 1997], which leads to a coherence bandwidth of Bc ≈ 430KHz.

The length of the blocks k is set to 10000. Notice that if the choice of k is appropriate

(high enough) and the Central Limit Theorem can be applied, there is no dependence

of αC(−υ) with the block length k. At each subcarrier, the usual discrete rate policy

parameters are assumed. As expected, αC(−υ) decreases with υ, as a stringent QoS

constraint implies a high value of the parameter υ.
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Figure 6.4: E�ective bandwidth function of a frequency selective channel

6.3 Percentile of the delay in frequency selective

channels

For simplicity, we rename mc = mk

kF
and σ2

c =
σ2
k

kF
and work with this notation for

the mean and the variance of the channel hereinafter in the chapter.
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Likewise in the �at Rayleigh channel, the percentile of the delay for constant

rate tra�c yields:

1− ε = 1− Pr{D(∞) > Dt} = 1− e−θ·λDt (6.3.1)

with θ:

λ− αC(−θ) = 0 ⇒ θ(λ)
△
= θ(mc, σ

2
c , λ) =

2(mc − λ)

σ2
c

(6.3.2)

With a frequency selective Rayleigh channel, the mean and the variance are

obtained with (6.2.4) and (6.2.8), respectively.

In Figure 6.5, the percentile of the delay is plot as a function of the source rate

λ, for a given target delay and a discrete rate policy. The channel is the pedestrian

channel A in Table 6.1, with a coherence bandwidth of approximately 3.4MHz. The

Bessel ACF takes values fDTS = 0.10 and fDTS = 0.01. The channel with no time-

correlation is also plot. The target BER is 10−2 and Dt is �xed to 200 symbols.

The channel has average SNR 10 and 15dB. As in the �at channel, when the time-

correlation increases (the frequency correlation is �xed in this Figure), the curve of

the percentile decays more slowly.

The e�ect of the frequency correlation is illustrate in Figure 6.6. Two di�erent

PDP's are represented: the pedestrian channel of the previous Figure and a vehicular

channel A as de�ned in Table 6.1. The Bessel ACF is set to fDTS = 0.10. The

target BER is 10−2 and Dt is �xed to 50 symbols. The channel has average SNR

10 and 15dB. As expected, the frequency-correlation is also harmful to the delay

performance and the curve of the percentile decays more slowly as the frequency-

correlation increases.
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6.4 Capacity with Probabilistic Delay Constraint

CDt,ε

In this section, we derive the capacity with probabilistic delay constraint, CDt,ε for

an OFDM system.

For simplicity, the source tra�c arrives to the bu�er at a constant rate, i.e.

αA(u) = λ. In a high load scenario, the probability that the bu�er is not empty

approaches one, i.e. η → 1. The QoS exponent is obtained by solving for a constant

source and the e�ective bandwidth of the channel in (6.2.3):

λ− αC(−θ) = 0 ⇒ θ(λ)
△
= θ(mc, σ

2
c , λ) =

2(mc − λ)

σ2
c

(6.4.1)

The value of λ is worked out by substituting (6.4.1) into (6.1.7), and it represents

the maximum source rate that the OFDM system may support with a probability

ε of exceeding a delay bound Dt. The expression of the capacity with probabilistic

delay constraint CDt,ε is:

CDt,ε =
mc

2
+

1

2

√
m2

c − 2σ2
c

(− log ε)

Dt
(6.4.2)

Notice that we have obtained the same result as in the �at channel with di�er-

ences in the involved parameters: the mean mc is the average of the instantaneous

OFDM rate and the variance σ2
c includes now not only the time-frequency but also

the frequency-correlation of the channel via the expression in (6.2.8). Two foreseen

limits can be checked in the capacity CDt,ε. For high Dt values or ε → 1, the QoS

requirement relaxes and CDt,ε approaches mc. On the other hand, as the target

delay Dt or ε become lower, the wireless channel tolerates lower tra�c arrival rates

in order to guarantee the delay constraints. Now the dependence on the variance

captures the in�uence of both time and frequency correlation of the channel. Thus,

as correlation increases, the second addend in the square root increases in abso-

lute value and CDt,ε diminishes. Finally, it is worth pointing out that the capacity
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has been obtained for a constant rate source. Nevertheless, the procedure can be

generalized to any other source process as it was done in Chapter 5.

Figures 6.7 and 6.8 show the evaluation of CDt,ε for di�erent values of the time

correlation of the channel.

In Figure 6.7 the channel is the vehicular channel A de�ned in Table 6.1, with a

coherence bandwidth of approximately 430kHz. The autocorrelation function of the

di�erent echoes is a �rst-kind Bessel function, with values of the product fD · TS of

0.05 and 0.005. The average SNR is set to 10dB and 15dB and F is set to 16. One

can see that a higher value of time-correlation (smaller value of the product fD ·TS)

implies a lower value of the capacity, as expected.

Likewise, Figure 6.8 presents the in�uence of the frequency correlation, by means

of di�erent values of the coherence bandwidth. In this case two di�erent PDP are

represented: the vehicular channel of the previous �gure and a pedestrian channel A

as de�ned in Table 6.1, which leads to a coherence bandwidth of Bc ≈ 430kHz and

Bc ≈ 3.4MHz, respectively. There are 16 subcarriers and the average SNR is again

set to 10dB and 15dB. The time-correlation is �xed with a product fD · TS of 0.05

in both cases. As expected, a smaller value of the coherence bandwidth (vehicular

channel) corresponds to a higher value of the capacity, and the reduction is more

noticeable for smaller values of the average SNR.

6.5 Simulation comparison

In this section, the results of this chapter are validated by comparison with simu-

lations. Bits are sent to the bu�er of queue length Q[n] in the nth symbol. The

bits in the queue are transmitted over the fading channel on a First Come First

Served basis and at a service rate cf [n] at each subcarrier. Certain values of Dt

and ε are �xed and the Capacity with Probabilistic Delay Constraint is evaluated
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with (6.4.2). Then, the result is given in the simulator to the arrival process to

generate source data at the (constant) rate CDt,ε. The simulation is run and the tail

probability of exceeding the target delay is measured based on the measurements of

the delay su�ered by bits leaving the queue. Notice that the expected value of this

tail probability, Pr{D(∞) > Dt}, is ε.

Figure 6.9 shows the results of the simulations. Pr{D(∞) > Dt} is represented

for a target delay of 60 symbols. Two di�erent simulations are presented, with

di�erent parameters of the channel and the violation probability. In the �rst one,

the vehicular channel A with Bc ≈ 430kHz and product fD ·TS = 0.05 is simulated.

The violation probability is ε = 0.1. For the second simulation, the pedestrian

channel A of Bc ≈ 3.4MHz and fD · TS = 0.05 is employed, with ε = 0.05. It is

worth mentioning that the QoS requirements are accurately reached with the simple

result for CDt,ε in (6.4.2): the measured violation probability is always lower than ε.

The capacity was obtained under the assumption that η = 1, a high load scenario

that constitutes an upper bound. It has been checked in the simulations that the

measured probability of a non-empty queue η approaches one as Dt or γ increases.

Nevertheless, the analytic result modi�ed by the measured η is also shown in the

�gure with a dashed line, leading to a closer approximation to the simulations, as

could be expected. It can also be checked that the results of the simulation of the

frequency selective channel are not so closed to the analysis as in the case of �at

channels. This is because in this case there is not only time-correlation but also

frequency correlation. Thus, the length of the blocks k necessary to apply the CLT

is larger and longer values of k would had been desirable in these simulations.

6.6 Summary

During the last decade, OFDM has been selected in many wireless standards as

modulation scheme. In this chapter we have extended our previous analysis of the
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QoS metrics in a �at Rayleigh channel to a frequency selective channel employing

OFDM as modulation scheme. Few changes have been done in the system model.

Observing the new multi-channel model, it is noticed that the extension can be done

by calculating the e�ective bandwidth function of the frequency selective channel.

The result is analytically derived for a constant rate source with similar techniques

as employed in the �at channel. The main di�erence is that in this case not only the

time correlation of the channel in�uences the result but also de frequency correlation

among subcarriers. The P-percentile of the delay and the capacity with probabilistic

delay constraint are calculated under these new conditions. Figures show that the

delay performance behaves as expected with regard to the frequency correlation

of the channel: the higher the frequency correlation, the lower the P-percentile

of the delay and the capacity with probabilistic delay constraint. Two examples

of frequency selective channel are employed, corresponding to a pedestrian and a

vehicular channel. Nevertheless, any other channel may be studied. Finally, the

system is simulated and the results are compared to the analytical ones.
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Chapter 7

Delay constrained multiuser
communications

In Chapter 5 we discussed the advisability of the ergodic capacity as information-

theoretic measure for delay sensitive applications in single user systems. On the

other hand, delay-limited capacity becomes zero for Rayleigh channels. In this case,

the Capacity with Probabilistic Delay Constraint becomes useful.

Nevertheless, in multiuser communications the capacity of the channel is no

longer fully characterized by a single number. Instead, the capacity should be rede-

�ned to consider each user's data rate separately. Thus, in a system with U users,

the capacity takes the form of a U dimensional vector representing rates allocated

to the U users [Cover 1991]. A capacity region is then de�ned as the set of all U

dimensional rate vectors that are achievable in the channel.

In this chapter, we propose a multi-user formulation of the previous results.

Rather than the preceding Capacity with Probabilistic Delay Constraint, a closed-

form expression of the vector of users' data rates is obtained. A new factor comes

out in the rede�nition of the system model: the scheduling strategy. Now, the

attainable rate of each user depends not only on the channel and source statistics

and the QoS metrics but also on the scheduling algorithm at the MAC layer. Ru
Dt,ε

143
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represents the maximum rate that the uth user can transmit by ful�lling the delay

constraint (Dt, ε) and under the selected discipline. The total system capacity will

be the sum of the individual users' rates, where each user can have a di�erent delay

constraint and can experience a di�erent channel.

The results of this chapter have been partially published in [Soret 2009c] and

[Soret 2010a].

The remainder of the Chapter is organized as follows. Section 7.1 describes the

multiuser system model. Section 7.2 �rst details the derivation of the maximum

users' rates subject to a delay constraint for an uncorrelated �at Rayleigh channel.

Later on, the expressions are particularized to three widely employed disciplines:

Round Robin, Best Channel and Proportional Fair. The procedure is repeated

for a correlated single channel in Section 7.3. In Section 7.4, a multiple shared

fading channel is addressed. In particular, we study an OFDMA system, where

di�erent subcarriers are assigned to di�erent users. Finally, simulation comparison

and concluding remarks are presented in Sections 7.5 and 7.6, respectively.

7.1 Multiuser system model

In multiuser communications, the channel resources can be allocated to di�erent

users in an in�nite number of ways. The multiuser capacity is de�ned by a region

that contains the set of all U dimensional rate vectors that are achievable in the

channel. Each vector element represents a set of user rates that can be simultane-

ously supported by the channel with arbitrarily small error probability (Shannon

conditions).

We consider the multiuser system model depicted in Figure 7.1, which is an

extension of the system model presented in Chapter 2. A single channel is shared

among U users, whose incoming tra�cs are characterized by U source processes.
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Each user has its own queue where the data are stored before being transmitted.

Physical time is divided into units referred to as symbol periods, representing

the transmission discrete time unit, n. The channel gain of each user is assumed to

be constant over the symbol. The scheduler allocates resources to users in a symbol

per symbol basis: every new symbol, a user is selected for transmission.

1
[ ]a n

1
[ ]Q n

2
[ ]a n

2
[ ]Q n

[ ]
U

a n
[ ]

U
Q n

.

.

.

SCHEDULER

1

[ ][ ]
U

u

u

c nc n

Figure 7.1: Multiuser system model

Each incoming user tra�c has an instantaneous rate au[n]. On his side, the

wireless channel can transmit at an instantaneous rate c[n]. For simplicity, the

analysis is done for continuous rate policy. Each user has a potential rate ru[n],

which represents the channel rate that he may use if the channel is assigned to him,

and which depends on his channel conditions. Moreover, the instantaneous channel

rate of user uth, cu[n], is given by:

cu[n] =

{
ru[n] if channel is assigned to user u

0 in other case
(7.1.1)

Since the channel is shared among U users, c[n] can be expressed:

c[n] =
U∑

u=1

cu[n] (7.1.2)
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Notice that in the sum above only one of the terms is non-zero, corresponding

to the user allocated to the channel.

The processes au[n] and cu[n] are not necessarily white and represent the amount

of bits per symbol generated by user u and the amount of bits per symbol of uth

user transmitted by the server, respectively. In addition, the accumulated source

rate Au[n] is the amount of bits generated by user u from 0 to instant n− 1:

Au[n] =
n−1∑
m=0

au[m] (7.1.3)

And similarly the accumulated channel process of uth user is:

Cu[n] =
n−1∑
m=0

cu[m] (7.1.4)

The queue size is assumed to be in�nite and Qu[n] denotes the length of the

uth user queue at time n. The dynamics of the queueing system seen by user u is

characterized by the equationQu[n] = (Qu[n− 1] + au[n]− cu[n])
+. The asymptotic

log-moment generating function of Qu[n] is:

Λu(υ) = lim
n→∞

1

n
logE

[
euQu[n]

]
(7.1.5)

Since au[n] and cu[n] are independent of each other, Λ(υ)may be decomposed into

two terms, Λ(υ) = ΛAu(υ) + ΛCu(−υ), where ΛAu(υ) and ΛCu(υ) are the log-moment

generating functions of the accumulated source process Au[n] and the accumulated

channel process of user u Cu[n], respectively.

When the source and the channel processes are stationary and the steady state

queue length exists, then Qu[n] satis�es a LDP and the following asymptotic decay

is satis�ed:

Pr{Qu(∞) > B} ≍ e−θB B → ∞ (7.1.6)

with θ the solution to: ΛAu(υ) + ΛCu(−υ) |υ=θ= 0
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De�ning the EBF of Au[n] and Cu[n] the equation to obtain θ can be expressed

as:

αu(υ) = αAu(υ)− αCu(−υ) |υ=θ= 0 (7.1.7)

ηu = Pr{Qu[n] > 0} is the probability that the queue of user u is not empty. By

including it in the analysis the tail probability of the queue is:

Pr{Qu(∞) > B} ≈ ηu · e−θB (7.1.8)

The delay of the bits leaving the queue of user u at symbol n is denoted as Du[n].

The probability of exceeding the target delayDt is given by:

ε = Pr{Du(∞) > Dt} ≈ ηu · e−θ·αAu (θ)D
t

= ηu · e−θ·αCu (−θ)Dt (7.1.9)

7.2 Uncorrelated channel

We start the analysis with the case of users experiencing an uncorrelated Rayleigh

channel.

7.2.1 Achievable users' rates with a delay constraint

The Capacity with Probabilistic Delay Constraint in a single-user system under

uncorrelated Rayleigh channel was detailed in Chapter 5. On the basis of that

result, the extension to a multiuser system is done here. Now, each user can have

his own delay constraint1.

Like in the single user system, two functions are necessary: the e�ective band-

width of the source, αAu(υ), and the channel, αCu(υ).

1Nevertheless, for the sake of simplicity we maintain the pair (Dt, ε) to denote the delay con-
straint of user uth.
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For simplicity, assume that the source tra�c from the uth user arrives to the

bu�er at a constant rate, au[n] = λu, leading to a constant EBF: αAu(υ) = λu.

Every user experiences a �at Rayleigh channel. Furthermore users are indepen-

dent among them, i.e. the channel gain seen by one user is independent of the

rest. Let us de�ne γu[n] as the instantaneous Signal to Noise Ratio of user u at the

receiver. With Additive White Gaussian Noise, γu[n] is exponentially distributed:

f(γ) =
1

γu
e
− γu

γu (7.2.1)

where γu is the average Signal to Noise Ratio of user u.

γu[n] is proportional to the square of |hu[n]|, the envelope of the complex channel

gain of user u, γu[n] = |hu[n]|2 Es

N0
, with Es the average energy per symbol and N0

the noise power spectral density.

The analysis of the multiuser system will be done assuming constant transmitted

power and a continuous rate policy, i.e. the channel rate takes any positive real

number.

Then, the potential channel rate of user u, ru[n], is a function of γu[n]:

ru[n] = log2 (1 + βuγu[n]) (7.2.2)

where βu, under adaptive modulation, is a constant related to the target BER. Its

value for uncoded QAM is [Chung 2001] : βu ≈ 1.6
− log(5BERt)

, where BERt is the tar-

get BER. Furthermore, the value βu = 1 represents the upper bound corresponding

to the evaluation of the AWGN channel capacity (in Shannon's sense).

With no time-correlation among samples, the accumulated transmission rate for

the uth user Cu[n] is simply the addition of n uncorrelated and identically distributed

random variables. As n → ∞ the CLT can be applied and Cu[n] is a Gaussian

random variable with average n ·mu and variance n · σ2
u, where mu and σ2

u are the

mean and the variance of the instantaneous channel rate for the uth user cu[n].
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Then, the e�ective bandwidth function for the resulting Gaussian distribution of

Cu[n] is computed as:

αCu(υ) = lim
n→∞

1

n · u
logE

[
eυCu[n]

]
= mu +

u

2
σ2
u (7.2.3)

In a high load scenario, the probability that the bu�er is not empty approaches

one, i.e. ηu → 1. Under this assumption, the delay constraint is worked out from

(7.1.9):

− log(ε)
Dt

= θ · αAu(θ) (7.2.4)

Assume that the uncorrelated channel has parameters mu and σ2
u, then the QoS

exponent is obtained by solving (7.1.7) for a constant source:

λu − αCu(−θ) = 0 ⇒ θ(λu)
△
= θ(mu, σ

2
u, λu) =

2(mu − λu)

σ2
u

(7.2.5)

With (7.2.5) substituted into (7.2.4), the value of λu is worked out and it is the

achievable user rate that we were seeking. It represents the maximum source rate

of user u that may be supported with a probability ε of exceeding a certain delay

bound Dt. That's the rate of uth user Ru
Dt,ε:

Ru
Dt,ε =

mu

2
+

1

2

√
m2

u − 2σ2
u

(− log ε)

Dt
(7.2.6)

The vector of achievable users' rates is:

R Dt,ϵ = (R1
Dt,ε, ...,R

U
Dt,ε) (7.2.7)

with Dt and ϵ the vectors with the target delays and probabilities of violation of

each user, respectively.

From (7.2.6) it can be observed that the evaluation of the user rate comes down

to obtaining the mean and the variance of the channel process seen by user u:

mu = E [cu[n]] (7.2.8)
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σ2
u = E

[
c2u[n]

]
−m2

u (7.2.9)

It should be emphasized that these statistics depend on the distribution of cu[n]

which in turn depends on the scheduling algorithm. Thus, the discipline determines

the maximum users' rates, as expected. These maximum rates will be detailed in

next sections for several scheduling disciplines.

It can be observed from (7.2.6) that for high Dt values or ε → 1, the QoS

requirement relaxes and Ru
Dt,ε approaches mu. On the other hand, as the target

delay Dt or ε become lower, the user has to transmit at a lower rate in order to

guarantee his own delay constraint.

Finally, the total system capacity C Dt,ϵ is obtained as the sum of the individual

user rates, each of them with his own delay constraint:

C Dt,ϵ =
U∑

u=1

Ru
Dt,ε (7.2.10)

7.2.2 Round Robin

First of all, the mean and the variance to compute R Dt,ϵ under a Round Robin

strategy are calculated.

Round Robin (RR) is a �xed cyclic algorithm without priorities, which dispenses

the channel equally among the di�erent �ows independently of their priorities or

radio channel conditions. Transmission at symbol n is assigned to the following user

in a cyclic order and therefore:

cu[n] =

{
log2(1 + βuγu[n]) if mod (n, U) = u

0 in other case
(7.2.11)
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It is known that this strategy does not work well over varying channels and a

low e�ciency in terms of system capacity and QoS di�erentiation is expected.

The mean and the variance of cu[n] are required. With only one user (U = 1) and

continuous rate policy, the mean cu[n] matches up with the mean given in Section

2, equation (4.1.9). We denote it by m1:

m1 = E [log2(1 + βγ)] = log2(e) exp(
1

βγ̄
)E1(

1

βγ̄
) (7.2.12)

where E1(x) is the exponential integral and γ is the average Signal to Noise Ratio

of the single user.

Likewise, the expression of the variance σ2
1 with only one user is (equation 4.2.8):

σ2
1 = E

[
(log2(1 + βγ))2

]
−m2

1

= (log2(e))
2e

1
βγ̄

[
π2

6
+ g2 + 2g log

(
1

βγ̄

)
+ log2

(
1

βγ̄

)
− 2

(
1

βγ̄

)
3F3

(
[1, 1, 1], [2, 2, 2],− 1

βγ̄

)
− e

1
βγ̄E2

1(
1

βγ̄
)

]
(7.2.13)

where g is the Euler constant and pFq(n,d, z) is the hypergeometric function.

When U users share the channel under a RR discipline, we only need to take into

account that the channel is equally divided among users. Thus, the expressions of

mu and σ2
u are written directly from m1 and σ2

1, by just replacing with the average

Signal to Noise Ratio of each user and dividing by the number of users:

mu = E [log2(1 + βuγu)] =
1

U
log2(e) exp(

1

βuγ̄u
)E1(

1

βuγ̄u
) (7.2.14)

σ2
u = E

[
(log2(1 + βuγu))

2]−m2
u

=
1

U2
(log2(e))

2e
1

βuγ̄u

[
π2

6
+ g2 + 2g log

(
1

βuγ̄u

)
+ log2

(
1

βuγ̄u

)
− 2

(
1

βuγ̄u

)
3F3

(
[1, 1, 1], [2, 2, 2],− 1

βuγ̄u

)
− e

1
βuγ̄uE2

1(
1

βuγ̄u
)

]
(7.2.15)
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The expressions above make it possible to evaluate the vector of users' rates in

(7.2.7) under a Round Robin discipline.

An example is shown in Figure 7.2. Three users have been considered, with

average SNR 5, 7 and 12 dB respectively. The individual rates Ru
Dt,ε are plot as a

function of the target delay Dt. The other parameter in the delay constraint, the

violation probability ε, has been set to 0.1 for all users. βu is set to 12. The mean

mu of each user is represented with solid line, whereas the dashed line is Ru
Dt,ε.

Both mu and Ru
Dt,ε are plotted for each user (users marked with triangles, squares

and circles). Moreover, the system capacity normalized with the number of users,

corresponding to the average rate, is represented with no marks and thicker line.
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Figure 7.2: Achievable users' rates with Round Robin scheduling in an uncorrelated
channel.

The behaviour of Ru
Dt,ε for all the user is analogous to the behaviour of the

Capacity with Probabilistic Delay Constraint in a single user system. Observing

2βu is set to 1 in all the numerical results hereinafter in the chapter, i.e., the upper bound of
the users' rates are evaluated.
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the di�erences among users, those with better channel conditions obtain higher

rates and can demand stringent QoS conditions, as it was expected. Thus, the best

user in this example could �x a delay constraint with a target delay of 2 symbols in

contrast to the 4 symbols of the worst user. On the other hand, if the same target

delay is �xed for the three users the rate to be employed increases for better users

(users with better channel conditions). For example, for Dt = 10 symbols user 1

can transmit 0.5 bits/symbol, user 2, 0.7 bits/symbol and user 3, 1.1 bits/symbol.

7.2.3 Best Channel

Best Channel (BC) strategy is adaptive to the channel state, giving priority to those

users with higher potential transmission rate. The channel is assigned to the user

that may transmit with the highest number of bits per symbol:

cu[n] =

{
log2(1 + βuγu[n]) if γu[n] > γk[n] ∀k ̸= u

0 in other case
(7.2.16)

This algorithm maximizes the total system e�ciency. However, under this strat-

egy good average SNR users get more average throughput than low SNR users.

Let us de�ne γmax:

γmax = max
u

{γu} (7.2.17)

The CDF of γmax can be written:

Fγmax(γ) = Pr(γmax < γ) = Pr(γ1 < γ, γ2 < γ, ..., γU < γ) (7.2.18)

Since the users are i.i.d. it comes down to:

Fγmax(γ) =
U∏

u=1

(1− exp(−γ/γ̄u)) (7.2.19)

Consider the following e�ective SNR for the uth user:

γ∗u =

{
γu, γu > γ−u

0, γu < γ−u

(7.2.20)
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where γ−u = max
k ̸=u

{γk} is the maximum of the average SNR of all the users except

u.

The pdf of the e�ective SNR γ∗u can be expressed as follows [Pérez 2007]:

f∗
u(γ

∗
u) = Prob{γu < γ−u}δ(γ∗u) + fu(γ

∗
u)F−u(γ

∗
u) (7.2.21)

where:

• δ(x) is the Dirac delta function

• fu(x) is the exponential pdf in (7.2.1)

• F−u(x) is the CDF of γ−u, which can be written:

F−u(x) =
U∏

k ̸=u

[1− exp(− x

γ̄k
)] =

∑
i∈U

(−1)i·1(1− iu)exp(−xb · i) (7.2.22)

• b =
[

1
γ1

1
γ2
... 1

γU

]
• 1 denotes the all-ones U -dimensional vector

• U is the set of all U -dimensional vectors with entries taking values 0 of 1, i.e.,

U contains the 2U binary words of length U

• iu is the uth component of i

The mean mu to be computed for BC is:

mu = E[c(γu)] =
∫ ∞

0

c(γ∗u)f
∗
u(γ

∗
u)dγ

∗
u (7.2.23)

From (7.2.21) it can be observed that the �rst addend will be zero in the required

expectation and only the second term needs to been integrated:

fu(γ
∗
u)F−u(γ

∗
u) = −

∑
i∈U

(−1)i·1
iu
γ̄u
exp(−xb · i) (7.2.24)
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Substituting into the mean it yields:

mu = −
∫ ∞

0

log2(1 + βuγ
∗
u)
∑
i∈U

(−1)i·1
iu
γu

exp(−γ∗ub · i)dγ∗u (7.2.25)

This integral is analogous to the single user case by simply de�ning 1
γ
= b · i.

The result is then:

mu = −
∑
i∈U

(−1)i·1
iu

γub · i
log2(e) exp

(
b · i
βu

)
E1

(
b · i
βu

)
(7.2.26)

Likewise, the calculation of the variance is similar to the single user case, ob-

taining:

σ2
u = E

[
log22(1 + βuγ)

]
−m2

u

= −
∑
i∈S

(−1)i·1
is

γ̄ub · i
(log2(e))

2e
1
βu

b·i

[
π2

6
+g2 + 2gln

(
1

βu
b · i

)
+ ln2

(
1

βu
b · i

)
−2

(
1

βu
b · i

)
3F3

(
[1, 1, 1], [2, 2, 2],− 1

βu
b · i

)]
(7.2.27)

The same evaluation example presented for RR is shown in Figure 7.3, now for

BC allocation. It is then three users with average SNR 5, 7 and 12 dB respectively.

The di�erences among users are much more noticeable than for RR. Thus, the

best user is better o� with the change to BC allocation at the expenses of users

with lower average SNR. Notice that not only the di�erences in the mean mu are

remarkable (the asymptotic behaviour when relaxing the QoS constraint) but also

the minimum target delays of each user move away. For example, the worst user

cannot demand a target delay below 45 symbols for these channel conditions and

scheduling, in contrast to the 2 symbols of the best user. As expected, the average

rate is higher than for RR, since this algorithm maximizes the total system e�ciency.

It is well-known that by exploiting the multiuser diversity one can achieve higher

system capacity as the number of users increases. This multiuser diversity gain is
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Figure 7.3: Achievable users' rates with Best Channel scheduling in an uncorrelated
channel.

illustrated in Figure 7.4. Lognormal shadowing is considered, so that the average

SNR of users follows a lognormal distribution, with average 10dB and standard de-

viation 4dB. The violation probability is 0.1 for all users. The maximum achievable

rate of the median user is plot, for 4, 7 and 10 users. It can be observed that as

the number of users increases, the maximum achievable rate of the median user

increases, due to multiuser diversity.

7.2.4 Proportional Fair

Proportional Fair (PF) is a compromise based scheduling algorithm. It is intended

to improve Best Channel by maintaining a balance between two competing interests:

trying to maximize the total throughput while allowing a minimum level of service

to all users. Fair sharing will lower the total throughput over the maximum possible,

but it will provide more acceptable levels to users with poorer SNR. Instead of using

the instantaneous potential transmission rate of BC, PF uses as metrics the ratio
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Figure 7.4: Multiuser diversity for BC and uncorrelated channel: maximum achiev-
able rate of the median user. Average SNR following lognormal shadowing with
mean 10dB and standard deviation 4dB. ε = 0.1. βu = 1

γu[n]/γ̄u:

cu[n] =

{
log2(1 + βuγu[n]) if γu[n]/γ̄u > γk[n]/γ̄k ∀k ̸= u

0 in other case
(7.2.28)

Let us de�ne Γmax:

Γmax = max
u

{
γu
γ̄u

}
(7.2.29)

The e�ective SNR for the uth user is:

Γ∗
u =

{
γu,

γu
γ̄u
> γ−u

γ̄−u

0, γu
γ̄u
< γ−u

γ̄−u

(7.2.30)

With the change of variable, now the second term of the pdf of Γ∗
u is expressed:

γ̄ufu(x)F−u(xγ̄u) = −γ̄u ·
∑
i∈U

(−1)i·1
iu
γ̄u
exp(− x

γ̄u
1) (7.2.31)
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with 1 the all-ones U -dimensional vector.

The result of the mean mu is analogous to the BC:

mu = −
∑
i∈U

(−1)i·1
iu
1
log2(e) exp (q)E1 (q) (7.2.32)

Likewise, the next result is obtained for the variance:

σ2
u = E

[
log22(1 + βuγ)

]
−m2

u

= −
∑
i∈S

(−1)i·1
iu
q
(log2(e))

2eq[
π2

6
+g2 + 2gln (q)+ ln2 (q)

−2 (q)F ([1, 1, 1], [2, 2, 2],−q)] (7.2.33)

(7.2.34)

where q is a row vector of length U whose entries take the form 1
γ̄uβu

In Figure 7.5, the maximum achievable users' rates are evaluated under the same

conditions as it was done with RR and BC, i.e., three users with average SNR 5, 7

and 12 dB.

It can be observed that the di�erences among users reduce if we compare with

the BC strategy. That is exactly the goal of this discipline: to maintain a balance

between the total throughput and the level of service of all users. Obviously, the

average rate reduces to increase the fairness. The achieved fairness is specially

noticeable in the behaviour of the target delay, which is 10 symbols for the three

users.
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Figure 7.5: Achievable users' rates with Proportional Fair scheduling in an uncor-
related channel.

7.3 Time-correlated channel

7.3.1 Achievable users' rates with a delay constraint

To face the time-correlated Rayleigh channel, we follow the same strategy as in the

single user system: to split the accumulated transmission rate for the uth user into

b blocks of length k, with k large enough to assume independence among blocks.

Thus, Cu[n] can be considered a Gaussian random variable with average b ·mku

and variance b · σ2
ku
, where mku and σ2

ku
are the mean and the variance of a block of

size k of the uth user. The e�ective bandwidth function of the Gaussian distribution

of Cu[n] yields:

αCu(υ) = lim
n→∞

1

n · υ
logE

[
eυCu[n]

]
=
mku

k
+
υ

2

σ2
ku

k
(7.3.1)
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And the achievable rate of uth user is:

Ru
Dt,ε =

mku

2k
+

1

2

√
m2

ku

k2
− 2

σ2
ku

k

(− log ε)

Dt
(7.3.2)

7.3.2 Round Robin

The extension of the results of the RR discipline to a time-correlated channel is

straightforward.

With only one user (U = 1) and continuous rate policy, the mean and variance

of the blocks were given in Chapter 4. For the sake of simplicity, we reproduce them

here and rename them as mk1 and σ
2
k1
:

mk1 = E[Ci[k]] = k ·m1 (7.3.3)

σ2
k1

=
k−1∑
q=0

k−1∑
r=0

Kc(r − q) (7.3.4)

Kc(m) = E[c[n]c[n+m]]−m2
c (7.3.5)

E [c[n]c[n+m]] =
a

γ̄

∞∑
p = 0

(Ip(β,Rz(m), a))2 (7.3.6)

a =
1

(1−R2
z(m)) · γ

(7.3.7)

Ip(β,Rz(m), a) =
Rp

z(m)

p · log(2)

(
−p
a
(−ψ(1 + p) + log(a)) + 2F2([1, 1], [2, 1− p], a)

)
(7.3.8)
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When U users share the channel under a RR discipline, the channel is equally

divided among users. Like in the uncorrelated channel, the expressions of mku and

σ2
ku

are written directly as a function of mk1 and σ
2
k1
, by just replacing γ̄ with γ̄u, β

with βu and dividing by the number of users:

mku =
mk1(γ̄u, βu)

U
(7.3.9)

σku =
1

U
σk1(γ̄u, βu) (7.3.10)

The evaluation of RR in a correlated channel is presented in Figure 7.6. There are

three users with average SNR 5, 7 and 12 dB, ε = 0.01 and βu = 1 for the three users.

The correlation follows an exponential decay and two values of ρ are evaluated, 0.8

and 0.9. The predecent result for uncorrelated channel is also shown with black

line. The qualitative behaviour is the same as in the uncorrelated channel. It is

remarkable the in�uence of the parameter ρ: as expected, the correlation is harmful

to the delay performance, so that when the correlation increases, the achievable user

rate decrease. Moreover, it is observed that the di�erences among users increases

with the time-correlation.

7.3.3 Best Channel

Similarly as done in RR, the calculation of the maximum attainable rates in the

case of Best Channel strategy leads to the computation of the variance of the blocks

(the evaluation of the mean of the blocks is straightforward), which comes down to

the evaluation of E[cu[n]cu[n+m]]:

σ2
ku =

k−1∑
q=0

k−1∑
r=0

Kcu(r − q) (7.3.11)

Kcu(m) = E[cu[n]cu[n+m]]−m2
u (7.3.12)
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Figure 7.6: Achievable users' rates with Round Robin scheduling in a time-correlated
channel.

with mu as in (7.2.23).

The joint pdf and CDF of two correlated Rayleigh variates are needed. We

have the expressions in terms of the envelope of the channel response zn = |h[n]|

[Simon 2005].

For normalized power, the pfd is given by:

fz(zn, zn+m) =
4znzn+m

(1−Rz(m))
exp

(
−

z2n + z2n+m

(1−Rz(m))

)
· I0

(
2
√
Rz(m)znzn+m

(1−Rz(m))

)
(7.3.13)

And the CDF of the envelope of the channel is:

Fz(zn, zm) = 1− exp
(
−z2n

)
Q1

(√
2

(1−Rz(m))
zm,

√
2Rz(m)

(1−Rz(m))
zn

)

− exp
(
−z2m

) [
1−Q1

(√
2Rz(m)

(1−Rz(m))
zm,

√
2

(1−Rz(m))
zn

)]
(7.3.14)
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where Q1(a, b) is the Marcum Q function.

Let the e�ective envelope of the uth user be:

z∗nu
=

{
zu[n], zu[n] · γ̄u > z−u[n] · γ̄−u

0, zu[n] · γ̄u > z−u[n] · γ̄−u

(7.3.15)

where z−u[n] = max
k ̸=u

{zu[n]} .

This random variable, equivalent to the e�ective SNR de�ned in the uncorrelated

channel, indicates the fact that the user only gets the channel if his instantaneous

SNR is the highest among all the users. In contrast to the uncorrelated channel,

we include the time through the subindex n as we need to calculate the expectation

evaluated in two di�erent symbols.

Consider the following vector of decision:

(z∗nu
, z∗mu

) =


(0, 0) zu[n]γ̄u < z−u[n]γ̄−u and zu[m]γ̄u < z−u[m]γ̄−u

(zu[n], 0) zu[n]γ̄u > z−u[n]γ̄−u and zu[m]γ̄u < z−u[m]γ̄−u

(0, zu[m]) zu[n]γ̄u < z−u[n]γ̄−u and zu[m]γ̄u > z−u[m]γ̄−u

(zu[n], zu[m]) zu[n]γ̄u > z−u[n]γ̄−u and zu[m]γ̄u > z−u[m]γ̄−u

(7.3.16)

Notice that to calculate the expectation E[cu[n]cu[n +m]] only the last case is

needed, as the other three options will result in zero in the evaluation of E[cu[n]cu[n+

m]]. Therefore, only the case in which the channel is assigned to user u in both sym-

bols n and m is required. With the same change of variable done in the uncorrelated

PF, the joint pdf is:

γ̄ufu(z
∗
nu
, z∗mu

)F−u(z
∗
nu

· γ̄u, z∗mu
· γ̄u) (7.3.17)

where fu(z∗nu
, z∗mu

) is the pdf in (7.3.13) and the CDF:

F−u(z
∗
nu
, z∗mu

) =
U∏

k ̸=u

Fk(z
∗
nu
, z∗mu

) (7.3.18)
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Gathering together the previous expressions, the expectation to be calculated is:

E [cu[n]cu[m]] = E
[
c(z∗nu

)c(z∗mu
)
]

=

∞∫
z∗nu

=0

∞∫
z∗mu

=0

γ̄uc(z
∗
nu
)c(z∗mu

)fu(z
∗
nu
, z∗mu

)F−u(z
∗
nu

· γ̄u, z∗mu
· γ̄u)dz∗nu

dz∗mu

=
{
x = z∗nu

; y = z∗mu
; p = m− n

}
=

∞∫
x=0

∞∫
y=0

γ̄u log2(1 + βux
2) log2(1 + βuy

2)

· 4xy

(1−Rz(p))
· exp

(
− (x2 + y2)

(1−Rz(p))

)
· I0

(
2
√

Rz(p)xy

(1−Rz(p))

)
{
1− exp

(
−γ̄2ux2

)
Q1

(√
2

(1−Rz(p))
γ̄uy,

√
2Rz(p)

(1−Rz(p))
γ̄ux

)

− exp
(
−γ̄2uy2

) [
1−Q1

(√
2Rz(p)

(1−Rz(p))
γ̄uy,

√
2

(1−Rz(p))
γ̄ux

)]}U−1

dxdy

(7.3.19)

The evaluation of the users' rates is presented in Figure 7.7 for the same condi-

tions as in RR. The variance in (7.3.19) has been obtained by simulation methods.

A long trace of the instantaneous transmission rate process is generated and the

sample variance is get from it. The qualitative behaviour already observed in the

uncorrelated channel is highlighted here: the di�erences among users increase sig-

ni�cantly with the time correlation of the channel.

7.3.4 Proportional Fair

The calculation of the variance in the PF discipline is very similar to the BC algo-

rithm. It is necessary the evaluation of E[cu[n]cu[n+m]]:

σ2
ku =

k−1∑
q=0

k−1∑
r=0

Kcu(r − q) (7.3.20)

Kcu(m) = E[cu[n]cu[n+m]]−m2
u (7.3.21)
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Figure 7.7: Achievable users' rates with Best Channel scheduling in a time-correlated
channel.

with mu as in (7.2.32).

The e�ective envelope of the uth user yields:

z∗nu
=

{
zu[n], zu[n] > z−u[n]

0, zu[n] < z−u[n]
(7.3.22)

Now the vector of decision simpli�es:

(z∗nu
, z∗mu

) =


(0, 0) zu[n] < z−u[n] and zu[m] < z−u[m]

(zu[n], 0) zu[n] > z−u[n] and zu[m] < z−u[m]

(0, zu[m]) zu[n] < z−u[n] and zu[m] > z−u[m]

(zu[n], zu[m]) zu[n] > z−u[n] and zu[m] > z−u[m]

(7.3.23)

Like in the BC discipline, only the joint pdf of the last case is needed, as the

other three options will result in zero in the expression of E[cu[n]cu[n +m]]. This

joint pdf is:

fu(z
∗
nu
, z∗mu

)F−u(z
∗
nu
, z∗mu

) (7.3.24)



166 Delay constrained multiuser communications

where fu(z∗nu
, z∗mu

) is the pdf in (7.3.13) and the CDF F−u(z
∗
nu
, z∗mu

) is:

F−u(z
∗
nu
, z∗mu

) =
U∏

k ̸=u

Fk(z
∗
nu
, z∗mu

) (7.3.25)

Finally, the expression of the expectation is:

E [cu[n]cu[m]] = E
[
c(z∗nu

)c(z∗mu
)
]

=

∞∫
x=0

∞∫
y=0

log2(1 + βux
2) log2(1 + βuy

2)

· 4xy

(1−Rz(p))
· exp

(
− (x2 + y2)

(1−Rz(p))

)
· I0

(
2
√
Rz(p)xy

(1−Rz(p))

)
{
1− exp

(
−x2

)
Q1

(√
2

(1−Rz(p))
y,

√
2Rz(p)

(1−Rz(p))
x

)

− exp
(
−y2

) [
1−Q1

(√
2Rz(p)

(1−Rz(p))
y,

√
2

(1−Rz(p))
x

)]}U−1

dxdy (7.3.26)

Figure 7.8 shows the evaluation of the users' rates for a PF discipline and with

the same parameters de�ned before. The variance has been obtained by simulation

methods. In the uncorrelated channel, the algorithm was able to equal the users in

terms of minimum target delay. When the time-correlation of the channel comes on,

the algorithm cannot maintain the fairness anymore and di�erences among users can

be observed. Like in the other two algorithms, the minimum target delay that each

user can demand is related to the quality of his channel. In spite of not maintaining

the fairness among users anymore, it is still the more fair in terms of target delay.

7.4 OFDMA

System model

Up to now we have studied a system with users sharing a single channel. To

complete the multi-user scenario, the last step is to consider a multi-user wireless
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Figure 7.8: Achievable users' rates with Proportional Fair scheduling in a time-
correlated channel.

system over a multiple shared fading channel. In OFDMA (Orthogonal Frequency

Division Multiple Access), multiuser diversity and time diversity are exploited by

allocating di�erent users to distinct subcarriers dynamically. The results obtained

for OFDM (Chapter 6) can be incorporated to the multiuser system. Figure 7.9

illustrates the system model.

F servers model the F subcarriers of the OFDM system. The scheduler assigns

resources to users. The instantaneous transmission rate seen by user uth is:

cu[n] =
F∑

f=1

cfu[n],

cfu[n] =

{
rfu[n] if subcarrier f is assigned to user u

0 in other case
(7.4.1)

The e�ective bandwidth function of the channel depends on the scheduling dis-

cipline and on the time- and frequency- correlation of the channel. Splitting the

total transmission rate into blocks of length k, the EBF of user uth yields:
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Figure 7.9: OFDMA system model

αCu(υ) = lim
n→∞

1

n · υ
logE

[
eυCu[n]

]
=
mku

kF
+
υ

2

σ2
ku

kF
(7.4.2)

And the achievable rate of uth user is:

Ru
Dt,ε =

mku

2kF
+

1

2

√
m2

ku

(kF )2
− 2

σ2
ku

kF

(− log ε)

Dt
(7.4.3)

The only di�erence with the single channel case is that now the mean and the

variance are obtained as in Chapter 6:

• The mean is readily computed from the mean mu of the uncorrelated single

channel:

mku = F · k ·mu (7.4.4)

• The variance of user uth is:

σ2
ku = var(

k−1∑
p=0

F∑
f=1

cfu[p]) =
k−1∑
p=0

k−1∑
q=1

F∑
f=1

F∑
g=1

(
E
[
cfu[p]c

g
u[q]
]
−m2

u

)
(7.4.5)



Delay constrained multiuser communications 169

Thus, the variances needed for the three disciplines are the result of computing

(7.4.5) with the corresponding expectations E[cfu[n]c
g
u[m]]. Next, the procedure is

summarized for the three disciplines.

Round Robin

• Mean. Compute (7.4.4) with mu in equation (7.2.14).

• Variance. Compute the variance:

σ2
ku =

1

U2
σ2
k1
(γ̄u, βu) (7.4.6)

with σ2
k1
from Section 6.2.

Best Channel

• Mean. Compute (7.4.4) with mu in equation (7.2.23).

• Variance. Compute (7.4.5) with (7.3.19) and mu in equation (7.2.23), and

replace the autocorrelation function Rz(∆n) by:

Rz(∆n,∆f) =
cov(zn,f , zm,g)√
var(zn,f )var(zm,g)

(7.4.7)

Proportional Fair

• Mean. Compute (7.4.4) with mu in equation (7.2.32).

• Variance. Compute (7.4.5) with (7.3.26) and mu in equation (7.2.32), and

replace the autocorrelation function Rz(∆n) by:

Rz(∆n,∆f) =
cov(zn,f , zm,g)√
var(zn,f )var(zm,g)

(7.4.8)
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Numerical results

Figures 7.10, 7.11 and 7.12 show the evaluation of the users' rates in an OFDMA

system and for the three disciplines: RR, BC and PF. The variance of the BC and

the PF has been obtained by simulation methods. A pedestrian channel with the

parameters in Table 6.1 is considered. The ACF follows a Bessel function with pa-

rameter fDTS. The coherence bandwidth is approximately 3.4MHz and the product

fDTS is set to 0.1 and 0.01. There are 5 users with average SNR 5, 6, 7, 8 and 9 dB

and 4 subcarriers. The maximum achievable rate Ru
Dt,ε is plot for the best (9dB),

the medium (7dB) and the worst (5dB) user.

The same behaviour observed in the single channel is emphasized with the in-

clusion of the frequency correlation, in the same way as we observed in a single

user OFDM system with regard to the �at channel. Thus, the di�erences among

users increases with the correlation of the channel, not just the time correlation but

also the frequency correlation. It is worth noting that even adding the frequency

correlation, PF is still able to maintain a good degree of fairness among users in

terms of target delay.

7.5 Simulation comparison

7.5.1 Uncorrelated channel

A queueing system has been simulated to validate the results presented in this chap-

ter. Each user sends bits to its bu�er of queue length Qu[n] in the nth symbol. The

selected user depends on the scheduling algorithm: Round Robin or Best Channel.

Certain values of Dt and ε are �xed and the users' rates are evaluated with (7.2.6).

Then, the result is given in the simulator to the arrival process of each user to gen-

erate source data at the (constant) rate Ru
Dt,ε. The simulation is run and the tail

probability of exceeding the target delay is measured based on the measurements of
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Figure 7.10: Achievable users' rates in a OFDMA system with Round Robin disci-
pline.
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Figure 7.11: Achievable users' rates in a OFDMA system with Best Channel disci-
pline.
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Figure 7.12: Achievable users' rates in a OFDMA channel with Proportional Fair
discipline.

the delay su�ered by bits leaving the queue. Notice that the expected value of this

tail probability, Pr{D(∞) > Dt}, is ε.

Figure 7.13 shows the results of the simulations. Five users with average SNR's

8, 9, 10, 11, 12dB are simulated. Pr{D(∞) > Dt} is measured for di�erent values of

the average SNR and a target delay of 60 symbols, and compared to the analytical

ε. The probability of exceeding the target delay, ε, has been set to 0.10 (BC), 0.05

(PF) and 0.01 (RR). The parameters of the simulation are shown in Table 7.1. The

results show that the QoS requirements are accurately reached with the result for

Ru
Dt,ε in (7.2.6). The users' rates were obtained under the assumption that ηu = 1,

a high load scenario that constitutes an upper bound. It has been checked in the

simulations that the measured probability of a non-empty queue ηu is very close to

one in our simulations.
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Table 7.1: Achievable users' rates per each algorithm in the simulations.

RR BC PF

γ̄u ε Dt Ru
Dt,ε ε Dt Ru

Dt,ε ε Dt Ru
Dt,ε

user 1 8dB 0.05 60 4.6 0.10 60 2.1 0.01 60 6.0
user 2 9dB 0.05 60 5.1 0.10 60 4.3 0.01 60 6.5
user 3 10dB 0.05 60 5.6 0.10 60 7.3 0.01 60 7.1
user 4 11dB 0.05 60 6.2 0.10 60 1.3 0.01 60 7.6
user 5 12dB 0.05 60 6.8 0.10 60 6.1 0.01 60 8.1
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7.5.2 Correlated channel

As example of correlated channel, a simple time-correlated channel has been simu-

lated under the same conditions of Section 7.5.1. Figure 7.14 shows the results of

the simulations. The ACF follows an exponential rule with correlation parameter

ρ = 0.8 and the target delay is 250 symbols. The conclusions from the uncorre-

lated channel apply also here. Once more, the simulation results are satisfactory,

approaching accurately the analytical results.
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Figure 7.14: Simulation comparison for time correlated channel. 5 users with γ̄ =
8, 9, 10, 11, 12dB respectively.

7.6 Summary

In this chapter, we have obtained analytical expressions of the achievable users' rates

and the system capacity under a selected scheduling discipline and a QoS constraint

given in terms of a BER and a delay constraint. Each user can have its own delay

constraint. Three widely employed disciplines have been analyzed (Round Robin,
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Best Channel and Proportional Fair), but the procedure can be applied to any

other algorithm. The results have been obtained �rst for a single shared channel,

starting with the uncorrelated fading channel and with a time-correlated channel

later on. Finally, a multiple shared fading channel has been addressed by means

of an OFDMA system where di�erent subcarriers are assigned to distinct users. In

the case of correlated channels, on account of the di�culty to obtain the EBF of

the channel, a semi-analytical strategy has been applied to the Best Channel and

Proportional Fair algorithms.

The evaluation of the individual rates and the total capacity con�rms the ex-

pected qualitative behaviour of the algorithms: Round Robin obtains the lower total

throughput whereas Best Channel maximizes it at the expenses of fairness among

users. On its side, Proportional Fair provides a balance among throughput and fair-

ness, although this balance deteriorates as the time- of frequency- correlation of the

channel increases. There are two interesting parameters in the observation of the

fairness among users. First the asymptotic maximum rate that a user can achieve,

when no QoS is guaranteed. The other one is the minimum target delay that he can

demand under his channel conditions. Finally, simulations of the algorithms were

conducted to validate our outcomes.
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Chapter 8

Conclusions

This dissertation addressed the provisioning of statistical QoS in a wireless system.

In particular, the tradeo� among the channel fading, the data outsourcing process

and the QoS metrics has been analyzed. For this goal, we have proposed the appli-

cation of the e�ective bandwidth theory.

The main conclusions drawn from the realization of the thesis and some issues

to be tackled in future work are presented in this chapter. Section 8.1 summarizes

the contents of the thesis. Several topics to be addressed in the future are discussed

in Section 8.2.

8.1 Synthesis of the dissertation

• In Chapter 1 we have introduced and motivated the problem.

• In Chapter 2 a review on related bibliography has bee done. Next, the pro-

posed system model has been detailed. In contrast to most of the related litera-

ture, we have included the variability of the outsourcing process. Additionally,

the variability of the physical transmission rate has also been considered, rep-

resenting the dynamic adaptation to the channel conditions so common in

177
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current wireless systems. An e�ective bandwidth analysis of the model has

been addressed, and the meaning of the e�ective bandwidth functions involved

in the system has been explained. Finally, the generalization to multi-user and

multi-channel systems has been detailed.

• In Chapter 3 we have investigated the e�ective bandwidth function of several

tra�c sources. First, a review on tra�c modeling has been presented. The

aim is to collect a set of representative models for tra�c in wireless systems.

Moreover, the corresponding e�ective bandwidth function of each model has

been studied. Two estimators of the EBF found in the literature have been

used to validate the results of the chapter.

• In Chapter 4 the e�ective bandwidth of a �at Rayleigh channel has been

analytically derived, �rst for block fading channels and secondly for time-

correlated Rayleigh channels. In contrast to existing results which resort to

measures or simple models of the channel, the e�ective bandwidth function has

been analytically derived from the radio channel. The methodology to face the

problem consists of splitting the transmission rate into blocks in such a way

that they can be considered independent, making feasible the application of

the Central Limit Theorem. Despite the fact that the evaluation has been done

for Rayleigh channels and two examples of Doppler spectrum, the procedure

is generic and provides a framework under which any other channel model

or Doppler spectrum can be studied. For the cases in which the analytical

EBF of the channel is not available, a semi-analytical approach has also been

proposed.

• In Chapter 5 the analysis of the single-user single-channel system has been

tackled by means of the e�ective bandwidth functions of the source and the

channel. The e�ective bandwidth approach provides a solution of the tail

probability of the delay. The percentile of the delay has been analyzed for �at

Rayleigh channels. The results show the harmful in�uence of the correlation
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of the source or the channel in the delay performance. Since the e�ective

bandwidth of the channel has been calculated by means of a Gaussian distri-

bution, only two parameters de�ne the channel: the mean and the variance

of the transmission rate. The parameter that captures the in�uence of the

time-correlation of the channel is the variance. Thus, a higher value of the

correlation leads to a higher value of variance and hence a smaller value of the

percentile of the delay. Furthermore, a couple of examples of variable sources

were illustrated, representing the procedure to generalize the results of this

thesis to any desired tra�c model.

In addition, a new concept has been de�ned, the capacity with probabilistic

delay constraint, which guarantees statistical QoS in contrast to the well-

known delay-limited capacity. The capacity has been derived for constant

tra�c sources, when the maximum capacity is obtained. This upper bound is

readily evaluated and it is of great use to understand the trade-o� between the

channel conditions and the QoS metrics. Figures on how much the capacity

decreases for more correlated channels or shorter allowable delays have been

shown. It is expected that any kind of variability in the source process is

harmful to the delay QoS performance leading to lower values of capacity.

The predicted behaviour with the burstiness of the source has been observed:

the higher the correlation of the source, the lower the maximum allowable rate.

Finally, the results have been validated by comparison with simulations.

• In Chapter 6 the analysis of the delay and the capacity with probabilistic delay

constraint has been extended to a multi-channel system employing OFDM

multiplexing over a frequency selective Rayleigh channel. First, the e�ective

bandwidth function of a frequency selective channel had to be calculated,

with the same techniques applied in the case of �at channels. Secondly, the

percentile of the delay has been calculated. Moreover, the proposed capacity

has been evaluated. Similarly to �at channels, the channel is represented

through two statistics, mean and variance. Now, the variance captures not
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only the time-correlation but also the frequency correlation among subcarriers.

As it could be expected, the e�ects of the frequency correlation on the capacity

are similar to the time-correlation: it is harmful to the delay behaviour. Thus,

when the time- or frequency- correlation increases, the capacity under a delay

constraint decreases. Two examples of frequency selective channel have been

considered, corresponding to a pedestrian and a vehicular channel. The results

have been validated by comparison with simulations.

• In Chapter 7 a multiuser formulation of the system model has been proposed.

A new factor comes out in the scenario: the scheduling discipline. The same

techniques presented before has been applied to analyze the maximum rate

achievable by each user under a delay constraint and a queueing discipline.

Thus, the capacity with probabilistic delay constraint becomes a vector con-

taining the maximum available rate per user, where each user can have his

own delay constraint and channel conditions. Three examples of discipline

were analyzed: Round Robin, Best Channel and Proportional Fair, �rst for a

single link and secondly for a multiple channel system employing OFDM as

multiplexing mechanism. The expected behaviour of the algorithms (observed

via simulations) has been con�rmed by our analytical results. Thus, Round

Robin obtains the lower total throughput whereas Best Channel maximizes

it at the expenses of fairness among users. Proportional Fair provides a bal-

ance among throughput and fairness, although this balance deteriorates as

the time- or frequency- correlation of the channel increases. There are two

interesting parameters in the observation of the fairness among users. First

the asymptotic maximum rate a user can achieve, when no QoS is guaranteed.

The other one is the minimum target delay he can demand under his channel

conditions. The presented procedure can be extended to other algorithms.

For the cases in which the analytical EBF of the channel is not available, a

semi-analytical approach has also been proposed.
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In summary, this research analyzes the delay in a wireless system. The tradeo�

among the tra�c source, the channel and the QoS requirements has been investi-

gated. The known qualitative behaviour of the delay is asserted by the analytical

results obtained throughout the dissertation. Thus, the time and frequency vari-

ability of the channel as well as the burstiness of the tra�c source are harmful to

the delay performance. Moreover, the discipline turns to be a signi�cant factor on

the behaviour of the delay.

8.2 Future work

In this section, we point out future research directions.

• The classical Clarke's model is starting to be replaced in new standards by

speci�c models that take into account the peculiarities of the communica-

tion. For example, IEEE 802.16 [802.16 2001a] proposes a di�erent Doppler

spectrum suitable for its application in �xed wireless communications. The

approach to include other models can be the same proposed in this thesis. The

key is to calculate the e�ective bandwidth function of the channel process. If

the analytical solution is not feasible, we can always turn to semianalytical

methods.

• QoS-aware multiplexing algorithms could be addressed. We refer to disciplines

that include some QoS indicators in the dynamic allocation of the channel,

such as Longest Delay First (which decides based on the delay of the queue)

or Exponential Rule [Shakkottai 2001] (which uses both the channel state and

the delay of the queue). In the same way as we have done with BC and

PF, the key is the computation of the e�ective pdf seen by user uth. If the

pdf cannot be analytically obtained, semianalytical methods measuring the

required variance can be applied.
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• In this thesis, we have considered the time- and frequency- correlation. More

and more, wireless standards are adding a third coordinate, the space. Tech-

niques that exploit the spatial diversity are the multiples antennas schemes

(Multiple Input Multiple Output, MIMO) and cooperative communications,

including relays and network MIMO. The results of this work can be extended

to MIMO systems similarly as we have done from �at channels to frequency

selective channels. Thus, the space correlation among antennas has to be

included and the main di�culty is once more to get an expression of the

joint pdf. On the other hand, cooperative communications are becoming in-

creasingly popular thanks to their ability to provide spatial diversity with-

out packing multiple antennas physically into small-size mobile nodes. They

form a virtual antenna array by exploiting the broadcast nature of wireless

transmissions and utilize distributed antennas that belong to di�erent trans-

mitters. The extension of the work to cooperative communications opens a

broad research direction. A wide range of scenarios arise depending on the

kind of cooperation. The challenge is to provide a framework under which

the e�ective bandwidth analysis of the network can be addressed for di�erent

con�gurations of the cooperative communication.
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Appendix A

Fundamentals of the Large
Deviations Theory

Roughly speaking, the Large Deviations Theory (LDT) is the theory of rare events.

At the present time, it is one of the most active topics in probability theory. One

of its applications is to the analysis of the tails of probability distributions.

One indicator of QoS is loss probability, which can be analyzed using the LDT,

by a transformation of the large deviations rate function called the e�ective band-

width. Of course, the loss probability could be also explicitly calculated for tra�c

models that are su�ciently simple. The problem is that for many tra�c models

the calculations are extremely di�cult. Thus, having a generic result for the loss

probability makes the E�ective Bandwidth Theory (EBT) very appealing for its

application in the �eld of queueing systems. Besides, the tail of the probability of

the delay in the queue can be directly obtained from the loss probability.

In this Appendix the fundamentals of the LDT and its connection with the EBT

are revised.
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A.1 Large Deviations Theory

Log-moment generating function

There is a close relation between the cumulants of a distribution and its moments.

The �rst cumulant is simply the mean, m; the second cumulant is the variance σ2

(the second moment less the square of the �rst moment). The relationship between

the higher cumulants and the moments gets more complicated, but in general the

kth cumulant can be written in terms of the �rst k moments.

The generating functions simplify the relationship between the moments and the

cumulants.

• The function M(θ) = E[eθX ] is the Moment Generating Function (MGF) of

X. The kth moment is found by taking the kth derivative of ϕ and evaluating

it at θ = 0:

dk

dθk
M(θ) = E[XkeθX ]

dkM(θ)

dθk
|θ=0 = E[Xk] = kth moment (A.1.1)

• The log-moment generating function (L-MGF) or cumulant generating func-

tion is de�ned to be the logarithm of the MGF:

Λ(θ) = logE[eθX ] (A.1.2)

And the cumulants are just the derivatives of Λ(θ):

d

dθ
Λ(θ) = m

d2

dθ2
Λ(θ) |θ=0 = σ2 ... (A.1.3)
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Legendre transform

For a function Λ(θ) : R 7→ R, the Legendre transform of Λ(θ) is de�ned [Chang 2000]:

Λ∗(a) = sup
θ

[θa− Λ(θ)] (A.1.4)

The Legendre transform is a convex function, and thereby it is also called the convex

transform. It attains its minimum at the mean E[X] (Figure A.1).

E[X] a

*
( )a

Figure A.1: Legendre Transform.

The Central Limit Theorem

The Central Limit Theorem (CLT) [Papoulis 2002] gives information about the be-

haviour of a probability distribution near its mean.

LetX1, X2, ..., Xn be a sequence of independent and identically distributed (i.i.d.)

random variables with mean µ and �nite variance σ2. The CLT states that as the

sample size n increases the distribution of the sample average of these random vari-

ables approaches the normal distribution with mean µ and variance σ2/n, irrespec-

tive of the shape of the common distribution of the individual terms Xi. Therefore,

the probability density function converges to:

f(x) =
1√
2πσ2

n

e−
n
2

(x−µ)2

σ2 (A.1.5)



196 Fundamentals of the Large Deviations Theory

The CLT gives only an asymptotic distribution. As an approximation for a �nite

number of observations, it provides a reasonable approximation only when close to

the peak of the normal distribution; it requires a very large number of observations

to stretch into the tails. The approximation is only valid for x within about σ/
√
n

of µ.

Cramér's theorem

In many situations we are concerned with rare events out on the tail of a probability

distribution. Cramér was looking for a re�nement of the CLT and here what he

proved [Chang 2000]:

Theorem. Let Xn be a sequence of i.i.d. random variables and set Sn = X1+ ...+

Xn.

De�ne the log-moment generating function:

Λ(θ) = logE[eθXn ] (A.1.6)

Let Λ∗(a) be the Legendre transform of Λ(θ):

Λ∗(a) = sup
θ
[θa− Λ(θ)] (A.1.7)

Then, the sequence of random variables Sn/n satis�es a Large Deviation Prin-

ciple with rate function Λ∗:

• for all closed sets F :

lim sup
n→∞

1

n
logPr(Sn ∈ F ) ≤ − inf

a∈F
Λ∗(a) (A.1.8)
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• and for all open sets G:

lim inf
n→∞

1

n
logPr(Sn ∈ G) ≥ − inf

a∈G
Λ∗(a) (A.1.9)

The inequality (A.1.8) is usually referred to as the large deviation upper bound,

and (A.1.9) is the large deviation lower bound. If both hold we say that the sequence

Sn/n satis�es a Large Deviation Principle with rate function Λ∗(a).

Let G be an open set G and G its closure. If:

inf
a∈G

Λ∗(a) = inf
a∈G

Λ∗(a) (A.1.10)

then from Cramér's theorem:

lim
n→∞

1

n
logPr(Sn ∈ G) = lim

n→∞

1

n
logPr(Sn ∈ G) = − inf

a∈G
Λ∗(a) (A.1.11)

In particular, if G = (a,∞) and G = [a,∞), with a ≥ E[X], then:

lim
n→∞

1

n
logPr(Sn > a) = lim

n→∞

1

n
logPr(Sn ≥ a) = −Λ∗(a) (A.1.12)

Remark that Λ∗(a) is increasing for a ≥ E[X] since Λ∗(a) is convex and attains

its minimum at a = E[X].

In summary, under appropriate conditions Cramér's theorem provides the asymp-

totic behaviour:

Pr(Sn > a) ≍ e−nΛ∗(a) (A.1.13)

where f(x) ≍ g(x) means that lim
x→∞

f(x)/g(x) = 1

Gärtner-Ellis theorem

The extension of Cramér's theorem to sequences of not necessarily independent

random variables is known as the Gärtner-Ellis theorem [Chang 2000]. The main

di�erence lies in the assumptions of the theorem:
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Consider a sequence of random variables Y1, Y2, ..., Yn.

Λn(θ) is the log-moment generating function:

Λn(θ) =
1

n
logE[eθYn ] (A.1.14)

Theorem. Assume:

• lim sup 1
n
Λn(θ) = Λ(θ) <∞ for all θ ∈ R

• Λ(θ) is di�erentiable for all θ ∈ R

• Λ∗(a) is the Legendre transform of Λ(θ)

Then, for all closed sets F :

lim sup
n→∞

1

n
logPr

(
Yn
n

∈ F

)
≤ − inf

a∈F
Λ∗(a) (A.1.15)

and for all open sets G:

lim inf
n→∞

1

n
logPr

(
Yn
n

∈ G

)
≥ − inf

a∈G
Λ∗(a) (A.1.16)

A.2 Large deviations in queueing systems

The results of Cramér's and Gärtner-Ellis theorems can be applied to a queueing

system [O'Connell 1999]. Consider a single-server queue with the discipline to be

First Come First Served (FCFS). Let a[n] be the amount of work brought by cus-

tomers arriving at time n, and c[n] the amount of work the server can do at time
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n. Further, x[n] is the di�erence between a[n] and c[n]. The queue length (i.e. the

amount of work remaining in the queue) Q[n] is given by Lindey's recursion:

Q[n] = (Q[n− 1] + x[n])+ (A.2.1)

In a queueing system, it is interesting the study of the equilibrium behaviour of

the queue: what the queue-length is when the system has been running for a very

long time and the initial queue-length has no in�uence. If the work process and the

service process are stationary, then the equilibrium queue length is given by:

Q(∞) = max
n≥0

W [n]+ (A.2.2)

where W [n] = x[1] + x[2] + ...+ x[n] is the workload process.

For many purposes, we may be interested in the behaviour of the tail of the

probability distribution, i.e. the probability that the queue length Q exceeds a

certain value B. Let Λn(υ) = logE[eυW [n]] be the log-moment generating function

of the workload process. De�ne the limiting scaled cumulant generating function to

be:

Λ(υ) = lim
n→∞

Λn(υ)/n = lim
n→∞

1

n
logE[eυW [n]] (A.2.3)

It can be proved [Botvich 1995] [O'Connell 1999] that if the workload process

satis�es a LDP:

Pr(X[n]/n > x) ≍ e−nΛ∗(x), (A.2.4)

with Λ∗(x) the Legendre transform of Λ(υ), then, for large values of B:

Pr(Q(∞) > B) ≍ e−θB (A.2.5)

and the decay-constant θ, known as the QoS exponent, is the solution to:

θ = min
x

Λ∗(x)

x
(A.2.6)
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More interesting is to characterize θ in terms of the L-MGF:

υ ≤ min
x
I(x)/x if and only if υ ≤ I(x)/x ∀x

if and only if υx− I(x) ≤ 0 ∀x

if and only if υx− I(x) ≤ 0 ∀x

if and only if max
x

{υx− I(x)} ≤ 0 (A.2.7)

Finally, υ ≤ θ if and only if Λ(υ) ≤ 0 and so θ is the solution to:

Λ(υ) |υ=θ= 0 (A.2.8)

Recall that x[n] is the di�erence a[n]−c[n]. If we assume that the arrival process

is independent of the service process, then Λ(υ) = ΛA(υ) + ΛC(υ), with:

ΛA(υ) = lim
n→∞

1

n
logE

[
exp

(
υ

n∑
k=1

a[k]

)]
(A.2.9)

ΛC(υ) = lim
n→∞

1

n
logE

[
exp

(
υ

n∑
k=1

c[k]

)]
(A.2.10)

E�ective bandwidth

The concept of e�ective bandwidth of an arrival process comes from the asymptotic

tail probability in (A.2.5). For a single server queue with arrival process a[n] and

constant service capacity c we may ask which service capacity will ensure:

Pr(Q(∞) > B) ≤ e−θB (A.2.11)

for large B and some speci�ed value of θ. De�ne the e�ective bandwidth of the

arrival process to be:

αA(υ) =
ΛA(υ)

υ
(A.2.12)
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Then, under appropriate conditions, the service capacity c that ensures (A.2.11)

for a given QoS exponent is just the e�ective bandwidth of the source evaluated in

θ:

c = αA(θ) (A.2.13)

Similarly, the e�ective bandwidth function of the service process is de�ned as:

αC(υ) =
ΛC(υ)

υ
(A.2.14)
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Appendix B

Channel Simulation

In the literature, many methods to generate realizations of the wireless channel

are available. A typical wireless channel is a time-varying system in which the

parameters are random and liable to change with time. The �nal aim is to obtain

an ergodic method able to approximate as much as possible the statistics of the

fading channel. In general, the goodness of a generator is mainly evaluated by the

accuracy of the approximation of the �rst and second order statistics.

Results obtained in this thesis have been validated by confrontation with com-

puter simulations, including a model of the Rayleigh channel. Thus, an adequate

simulation of the communication channel is essential. Several Rayleigh generators

have been evaluated in this thesis, on account of its vital importance in the validation

of the results.

The rest of the appendix is organized as follows. In Section B.1 a brief description

of the wireless channel is given. The examined generators are detailed in Sections

B.2, B.3, B.4 and B.5. Finally, Section B.6 compares the performance of the di�erent

methods.

The work presented in this Appendix has been partially published in [Ruiz 2009].
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B.1 Multipath propagation

The wireless channel is much more hostile than the AWGN channel which is usu-

ally the channel model assumed for most wired communication systems. In wireless

systems, signals travel through multiple paths between the transmitter and the re-

ceiver. Due to these multiple ways, the received signal is formed as the addition

of di�erent constructive and destructive components that the receiver perceives as

variations of the amplitude, phase and angle of arrival of the signal. This phe-

nomenon is known as multipath fading [Rappaport 2002] [Goldsmith 2005]. The

received signal is therefore a set of attenuated, time-delayed, phase shifted replicas

of the transmitted signal.

The fading is categorized into two groups: large-scale and small-scale fading.

The large-scale fading refers to variations that occur over relatively large distances.

The small-scale fading, characterizes the e�ects of small changes in the separation

between a transmitter and a receiver. These changes can be caused by the mobil-

ity of the transmitter, the receiver or the intermediate objects in the path of the

signal. Variation due to small-scale fading occurs over very short distances, on the

order of the signal wavelength. When there is not predominant direct line of sight

between the transmitter and the receiver (NLOS, Not Line Of Sight), the Rayleigh

distribution approximates quite well the channel envelope and the fading is denoted

Rayleigh fading. In the LOS case (Line of Sight, i.e., the direct line of sight dom-

inates), the most suitable distribution to approximate the signal envelope is the

Rician distribution.

Small-scale fading can be further divided into two types: frequency selective and

frequency non-selective fading. The latter is also known as �at fading because all

the frequency components of the transmitted signal are a�ected by the channel in

approximately the same way.
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B.1.1 Representation of the fading process

In the case of �at fading, the e�ect of the channel over the transmitted signal can

be represented through the low-pass equivalent as in Figure B.1.

( )x t ( )y t

( )h t

Figure B.1: Low-pass equivalent of the �at fading channel.

x(t) and y(t) are complex signals that correspond to the low-pass equivalent

of the modulated transmitted and received signal, respectively. h(t) denotes the

complex low-pass equivalent of the channel gain:

h(t) = hphase(t) + jhquad(t) (B.1.1)

The phase (hphase) and quadrature (hquad) components are independent of each

other and Gaussian distributed, with probability density function (pdf) fG(h), mean

zero and variance b0:

fG(x) =
1√
2πb0

e
− x2

2b0 (B.1.2)

The cumulative distribution function (CDF) can be expressed:

FG(x) =

∫ x

−∞
fG(u)du =

1

2

[
1 + erf

(
x√
2b0

)]
(B.1.3)

with the error function:

erf(y) =
2√
π

∫ y

0

e−t2dt (B.1.4)

The envelope of the fading channel, calculated from the phase and quadrature

components as r(t) =
√
h2phase(t) + h2quad(t), is Rayleigh distributed, due to the
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underlying Gaussian components. We denote its pdf fR(r):

fR(r) =
r

b0
e
− r2

2b0 r ≥ 0 (B.1.5)

It is a uniparametric function whose mean, variance and root mean square can

be expressed in terms of b0:

E[r] =

√
b0π

2

σ2
r =

4− π

2
b0

E[r2] = 2b0 (B.1.6)

The CDF is obtained as:

FG(r) =

∫ r

−∞
fR(u)du = 1− e

− r2

2b0 (B.1.7)

Finally, the instantaneous Signal to Noise Ratio at the receiver, γ(t), is widely

employed as a good indicator of the state of the channel. When the channel is bad,

the signal is severely degraded during its route from the transmitter to the receiver

and the instantaneous SNR decreases. A high value of instantaneous SNR indicates

that the channel is good and the signal is hardly a�ected by channel degradation.

The instantaneous SNR is proportional to the square of |h(t)|:

γ(t) = |h(t)|2Es

N0

(B.1.8)

where Es is the average energy per symbol and N0 is the noise power spectral

density. If the noise is Additive White Gaussian Noise (AWGN), γ(t) is exponentially

distributed for Rayleigh channels, with pdf:

fE(γ) =
1

γ
e−

γ
γ (B.1.9)

where γ is the average Signal to Noise Ratio. The mean, variance and root mean
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square are:

E[γ] = γ̄

σ2
γ = γ̄2

E[γ2] = 2γ̄2 (B.1.10)

The CDF yields:

FE(γ) =

∫ γ

−∞
fE(u)du = 1− e−

γ
γ̄ (B.1.11)

Autocorrelation Function

An important characteristic of the multipath channel is its time-varying nature,

since either the transmitter or the receiver is in motion and therefore the location

of re�ectors in the transmission path, which give rise to multipath, will change over

time. The coherence time of the channel TC is de�ned as the time over which the

channel gain can be considered invariant.

Fading can also be studied in the frequency domain. Whenever there is rela-

tive motion between the receiver and the transmitter, the received signal su�ers a

frequency shift which is just the manifestation of the fading phenomenon in the

frequency domain. The maximum frequency shift is characterized by the Doppler

frequency, fD, which is computed as v/λ, where v is the relative velocity between

the transmitter and receiver and λ is the wavelength of the transmitted signal. The

Doppler shift and the coherence time are inversely proportional to one another, that

is:

TC ≈ 1

fD
(B.1.12)

The variability of the channel over time is usually re�ected through its autocor-

relation function. This second-order statistic generally depends on the propagation

geometry, the velocity of the mobile and the antenna characteristics. The isotropic

scattering is a common assumption that means that the channel consists of many
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scatterers densely packed with respect to angle. This approach was introduced by

Clarke [Clarke 1968] and further developed by Jakes [Jakes 1989], so it is usually

referred to as Clarke's model, Jakes' model or classical model. The channel gain is

a wide-sense stationary random process and the continuous-time ACF of the phase

and quadrature components does not depend on the time t but just on the time

di�erence τ :

Rhphase
(τ) = Rhquad

(τ) = b0J0(2πfDτ); (B.1.13)

where J0(.) is the zeroth order Bessel function of the �rst kind and fD is the maxi-

mum Doppler frequency in Hertz. The Bessel functions are canonic solutions of the

Bessel di�erential equation. In the case of zero-order �rst kind functions:

J0(x) =
∞∑
i=0

(−1)i
x
2
2i

(i!)2
(B.1.14)

Bessel functions are oscillating functions that decay proportionally with 1/
√
x,

although the zeros of the functions are not periodic, except asymptotically when

x→ ∞.

In the discrete-time domain, it is more convenient to express the Doppler fre-

quency normalized by the sampling rate, i.e., multiplied by the symbol period TS

(fD · TS):

Rhphase
[m] = Rhquad

[m] = b0J0(2πfDTSm); (B.1.15)

A low value of the product fD · TS implies high correlation in the signal and,

likewise, a high value of fD · TS means low correlation. In the limit (fD · TS → ∞)

there is no correlation and the samples are independent of each others.

Figure B.2 shows the ACF function of the in-phase and quadrature components

for a product fD · TS equal to 0.01 and b0 = 1.
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Figure B.2: ACF of the in-phase and quadrature components.

If we are working with the Rayleigh envelope, the expression of the ACF, calcu-

lated from (B.1.13), is as follows [Tan 2000]:

Rr[m] =
πb0
2

2F1

(
−1

2
,−1

2
; 1; (J0(2πfDm))2

)
; (B.1.16)

where pFq(n,d, z) is the hypergeometric function. The ACF of the envelope is

represented in Figure B.1.1, for a product fD · TS equal to 0.01 and b0 = 1.

The hypergeometric function can be expanded as an in�nite series. Thus, the

ACF of the envelope can be rewritten:

Rr[m] =
πb0
2

∞∑
i=0

(J0(2πfDm))2i

2(i+1)!
; (B.1.17)

A common approximation is to consider the �rst two terms of the series. It

yields:

Rr[m] ≈ πb0
2

[
1 +

1

4
(J0(2πfDm))2

]
; (B.1.18)
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Figure B.3: ACF of the envelope.

Finally, the ACF of the Signal to Noise Ratio (Figure B.1.1, average SNR of 5dB

and fD · TS = 0.01) is:

Rγ(τ) = γ20 + (γ0J0(2πfDτ))
2; (B.1.19)

The autocorrelation function is often given in the frequency domain. The power

spectral density (PSD) is obtained by taking the Fourier transform of R(τ) relative

to the time parameter τ . In the case of the in-phase and quadrature components

(Figure B.1.1):

Shphase(f) = Shquad(f) =


1

πfd

√
1−

(
f
fd

)2
, |f | ≤ |fd|

0 elsewhere

(B.1.20)
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B.1.2 Generation of correlated Rayleigh random variates

A typical wireless channel is a time-varying system in which the parameters are

random and liable to change with time. When simulating a mobile wireless channel

for communication systems, it is usually assumed that the fading process is a random

variate with Rayleigh distribution. Moreover, the fading process should also have

other properties, like autocorrelation, spectrum, etc., and with an execution time

(time necessary to get a realization of X samples) as small as possible. A generator

that provides a realization of the random process able to accurately approximate

the main statistics with a small computational e�ort is a challenging task. There is

a huge literature on generators of the Rayleigh fading process. Due to this diversity,

di�erent simulations of the same communication system can yield di�erent results

depending on the selected Rayleigh generator.

The recent literature on Rayleigh generators can be classi�ed into four ap-

proaches:

• Generators based on FIR �ltering of Gaussian noise through the Doppler spec-

trum �ltering. The Rayleigh variate is generated by �ltering two zero-mean

independent white Gaussian processes and then adding the outputs in quadra-

ture. Here, rational transfer function approximations of the PSD are typically

used to shape the spectrum.

• Sum of Sinusoids generators. The in-phase and quadrature components are

generated as the sum of N complex sinusoidal generators. In practice, the gen-

erated sequence closely approximates a complex Gaussian process provided a

su�cient number of sinusoids are used. With proper choice of the distribution

of the sinusoid frequencies, the ACF approaches the desired function.

• IDFT generators. The IDFT operation is applied to sequences of uncorre-

lated complex Gaussian variates, each sequence weighted by appropriate �lter
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coe�cients to shape the PSD.

• AR generators. An autoregressive model is applied to approximate the random

processes.

B.2 FIR �ltering

The �rst group of methods are the generators based on FIR (Finite Impulse Re-

sponse) �ltering of Gaussian noise. The generator implemented by MATLAB is

one of them. Gaussian noise is �ltered through the Doppler �lter [Rappaport 2002]

[Jakes 1989], following the block diagram in Figure B.6. Two independent Gaussian

low-pass noise sources are used to produce the in-phase and quadrature components.

Then, they are introduced in the Doppler �lter de�ned in (B.1.20).

N i.i.d. 

complex

zero-mean

Gaussian

variates

Baseband

Rayleigh

Fading

Sequence

f/fD 1-1

Figure B.6: MATLAB generator.

B.3 Sum Of Sinusoids generator

One of the most common procedures for the generation of Rayleigh distributed vari-

ates is the Sum of Sinusoids [Pop 2002] [Zheng 2002]. The principle behind is to

express the fading process as the superposition of an in�nite number of weighted
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sinusoids with equidistant frequencies and random phases. Using this principle, the

underlying discrete-time Gaussian process for the in-phase and quadrature compo-

nents can be modeled as:

hphase[n] =
N∑
i=1

Ci cos(2πfDTSn cosαi + ϕi) (B.3.1)

hquad[n] =
N∑
i=1

Ci sin(2πfDTSn cosαi + φi) (B.3.2)

where b0 is the mean power and Ci, ϕi, φi and αi are mutually independent random

variables, representing the amplitude, initial phase and angle of incoming wave

associated with the ith propagation path, respectively.

The main di�culty in implementing Clarke's model is not on having in�nite

sinusoids but in the randomness of each of them. Thus, the best method would be

that with less sinusoids but able to approximate the randomness of the model.

A way to noticeably reduce the complexity of the model is to consider some of

the random variables as constants. A simple and e�cient simulator design results

from setting:

N = 4M

Ci =
1√
N

αi =
2πi− π + θi

4M
(B.3.3)

where M is the number of sinusoids of the model and θi are random variables

uniformly distributed on [−π, π).

Including the expressions above and normalizing for unit power, g(t) becomes:
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hphase[n] =

√
2b0
M

N∑
i=1

cos(2πfDTSn cos
2πi− π + θi

4M
+ ϕi) (B.3.4)

hquad[n] =

√
2b0
M

N∑
i=1

cos(2πfDTSn sin
2πi− π + θi

4M
+ φi) (B.3.5)

B.4 IDFT generator

A method based on the Inverse Discrete Fourier Transform (IDFT) was �rst pre-

sented by Smith as FORTRAN code in [Smith 1975]. Since then, it has been widely

utilized in simulations of wireless systems together with the SoS generators. Young

and Beaulieu [Young 2000] modi�ed Smith's algorithm for greater computational

e�ciency and provided a statistical analysis of the method. This second version is

the one implemented in this thesis.

The block diagram of the algorithm is shown in Figure B.7. The IDFT operation

is applied to complex sequences of independent, normally distributed random num-

bers, each sequence weighted by appropriate �lter coe�cients Fk. Therefore, these

coe�cients are responsible of setting the statistical properties to the �nal sequence.

To get a realization of N samples, N coe�cients of the �lter are required, with

the following expression:
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F [k] =



0, k = 0,√√√√√ 1

2

√
1−

(
k

NfD

)2 , k = 1, 2, ..., Km − 1

√
Km

2

[
π

2
− arctan

(
Km − 1√
2Km − 1

)]
, k = Km

0, k = Km + 1, ..., N −Km − 1,√
Km

2

[
π

2
− arctan

(
Km − 1√
2Km − 1

)]
, k = N −Km

√√√√√ 1

2

√
1−

(
N−k
NfD

)2 , k = N −Km + 1, ..., N − 1

(B.4.1)

where Km = ⌊NfD⌋.

N i.i.d. 

zero-mean

Gaussian

variates

N i.i.d. 

zero-mean

Gaussian

variates

A[k]

B[k]

F[k]

F[k]

-j

Baseband

Rayleigh

Fading

Sequence

Figure B.7: IDFT generator.
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B.5 AR generator

Auto-Regressive (AR) models [Baddour 2005] are commonly used to approximate

discrete-time random processes, due due to the simplicity with which their parame-

ters can be computed and their correlation matching property. In the time domain,

a complex AR process of order p, AR(p), can be generated via the recursion:

x[n] = −
p∑

k=1

akx[n− k] + w[n] (B.5.1)

where w[n] is a complex white Gaussian noise process with uncorrelated real and

imaginary components and zero mean. The ARmodel parameters consist of the �lter

coe�cients a1, a2, ..., ap and the variance σ2
p of the noise process. These parameters

are related with the desired ACF for the output process through the Yule-Walker

equations:

Rxx[m] =


−

p∑
k=1

akRxx[m− k] m > 0

−
p∑

k=1

akRxx[m− k] + σ2
w m = 0

Rxx[m− k] m < 0

(B.5.2)

In matrix form it becomes:
Rxx[0] Rxx[−1] . . . Rxx[−p]
Rxx[1] Rxx[0] · · · Rxx[−p+ 1]

...
... . . . ...

Rxx[p] Rxx[p− 1] · · · Rxx[0]




1

a1
...

ap

 =


σ2
w

0
...

0

 (B.5.3)

Figure B.8 shows the block diagram of the AR generator, which produces the

correlated variates by �ltering white Gaussian noise sources.

The Yule-Walker equations in (B.5.2) can be solved e�ciently by the Levinson-

Durbin recursion, which makes use of the symmetry of the correlation matrix. The

condition of the correlation matrix comes out as an important consideration in

determining the accuracy of the solution. In the case of the Clarke's ACF function,
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Figure B.8: AR generator.

the matrix is not well-conditioned. A simple heuristic approach that can be used to

solve this problems is to increase the values along its principal diagonal by a very

small positive amount ϵ.

B.6 Comparisons

In this section, several parameters are measured in order to compare the performance

of the methods.

B.6.1 Comparisons based on the �rst and second moments

Table B.1 shows the measured mean and variance of the four methods, with the

theoretical ones, which have been set to be 0 for the mean and 2 for the variance.

The SoS generator is using 15 sinusoids and the AR is of order 100. The sampled

mean and variance are measured over a realization of 232 samples. As expected, all

the methods are able to accurately approximated the desired statistics.
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Table B.1: A comparison of the di�erent Rayleigh channel generators: mean and
variance

r σr
MATLAB 1.2548 1.9874

SoS 1.2482 1.9659
IDFT 1.2485 1.9525
AR 1.2456 1.8652

Theoretical 1.2533 2

B.6.2 Comparisons based on the ACF

The ACF of the generators is shown in Figure B.9. Moreover, we have evaluated

the power margin quality measures which are commonly employed as parameter of

quality performance. In particular, the mean basis power margin and the maximum

basis power margin are de�ned as [Young 2003]:

Gmean =
1

σ2
gL

trace(CgC
−1
ĝ Cg)

Gmax =
1

σ2
g

max(diag(CgC
−
ĝ 1Cg))

(B.6.1)

where σ2
g = b0 is the variance of the theoretical distribution, L is the number of

points used in the calculation of the metrics, Cg is the LxL covariance matrix of L

neighboring samples of the theoretical fading process, and Cĝ is the LxL covariance

matrix of L neighboring samples of the fading model. The results are shown in

Table B.2, for the partitions that approximate better Clarke's model: uniform and

equiprobable. Perfect performance corresponds to 0 dB for both measures. An

autocorrelation sequence length of 300 was considered with the same value of fD ·TS
�xed above. The measures of the di�erent methods with 15 sinusoids in the SoS

generator.

Both the �gure and the power margin quality measures show the poor perfor-

mance of the MATLAB and the AR method in approximating the ACF beyond the

�rst lobes of Bessel function. It is also observed that the IDFT method is the best
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in terms of ACF approximation.

Table B.2: Power Margin Quality Measure comparison

Method Gmean(dB) Gmax(dB)
MATLAB channel 0.0383 0.0403

IDFT 0.0001 0.0001
SoS with 15 sinuoids 0.0016 0.0018

AR(100) 0.0219 0.0284

B.6.3 Comparisons based on execution time

To conclude the performance evaluation, the computational e�ort to generate sam-

ples using di�erent methods is observed.

One advantage of both the direct FIR �ltering and the SoS method is that

samples can be generated as they are needed. In contrast, the IDFT method requires

that all samples be generated using a single FFT operation. However, the reduced

storage requirements of the former two methods come at the expense of overall

computational e�ort and/or variate quality.

The time to generate 5e6 complex samples is shown in Table B.3. The best

method in terms of computation time is the IDFT, which needs 10 times less com-

putation time than the MATLAB method.

Table B.3: Computation Time to generate 5e6 complex samples

Method Time (s)
MATLAB channel 5.64
SoS with 15 sinuoids 3.91

IDFT 0.40
AR 1.72
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Figure B.9: (a) Comparison of the ACF for the di�erent methods for Rayleigh fading
generation (b) Zoom of (a)
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Appendix C

Finite State Markov Chain

In late 1950s and early 1960s, Gilbert and Elliot at Bell Labs were modeling burst-

noise telephone circuits with a very simple two-state channel model with memory.

Despite its simplicity, the model made it possible to evaluate channel capacity and

error rate performance through bursty wireline telephone circuits. However, it took

another 30 years for the so-called Gilbert-Elliott channel (GEC) and its generalized

Finite State Markov Chain (FSMC) to be applied in the design of second generation

wireless communication systems. Since the mid 1990s, the GEC and FSMC models

have been widely used for modeling wireless �at fading channels in a variety of

applications, ranging from modeling channel error bursts to decoding at the receiver.

FSMC models can capture, with suitable choices of model parameters, the essence

of time-varying fading channels while avoiding complex mathematical formulations.

The use of �nite state Markov chains (FSMC) for the simulation of the Rayleigh

channel has been generalized in the last years [Shen 1995] [Zhang 1999] [Tan 2000]

[Bergamo 2002] [Arauz 2004]. In this appendix, we detail the characteristics and

parameters of a FSMC and present an overall evaluation of the model. The work

presented in this Appendix has been partially published in [Ruiz 2009].

In Section C.1 the di�erent parameters of the chain are detailed. In Section C.2

223
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�rst and second order statistics and other performance parameters are examined in

order to shed more light on the advantages and limitations of the Markov modeling.

C.1 Parameters of the model

Several parameters in�uence the construction of the chain. The chain can be de�ned

in terms of the complex channel response, the envelope of the received signal or the

Signal to Noise Ratio. Moreover, the partition method has to be selected among

various options.

Steady state probabilities

In a Finite State Markov Chain [Shen 1995] [Zhang 1999] [Tan 2000] [Bergamo 2002]

[Arauz 2004], the range of the amplitude of the signal is divided into several consec-

utive regions. Region i is mapped into state i of the chain and is delimited by two

thresholds, µi and µi+1. Thus, each state of the chain represents one fading region.

The steady state probability for state i is just the probability that the received signal

is between the thresholds of the region:

πi =

∫ µi+1

µi

f(µ)dµ (C.1.1)

where the density function f(x) depends on the signal of interest: gaussian (in-phase

and quadrature components), Rayleigh (envelope) or exponential (SNR), with the

expressions detailed in Appendix A.

If the selected signal for the partition is the in-phase and quadrature components

of the channel response, then the distribution is Gaussian and the symmetry of the

pdf has to be taken into account. Thus, the �rst and last threshold are µ1 = −∞
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and µn+1 = ∞, and the remaining have to be chosen preserving the symmetry, so

that the ones in the positive part of the pdf match up the ones in the negative axis

with opposite sign. The steady state probabilities are:

πi =

∫ µi+1

µi

fG(x)dx =

∫ µi+1

µi

1

2πb0
e
− x2

2b0 dx =
1

2

[
erf
(
µi+1√
2b0

)
− erf

(
µi√
2b0

)]
(C.1.2)

with the error function:

erf(y) =
2√
π

∫ y

0

e−t2dt (C.1.3)

The envelope of the received signal follows a Rayleigh distribution. The thresh-

olds are denoted δi. In that case, the �rst and last threshold are predetermined by

the range of variation of a Rayleigh pdf, i.e. δ1 = 0 and δn+1 = ∞. The steady state

probabilities are obtained:

πi =

∫ δi+1

δi

fR(r)dr =

∫ δi+1

δi

r

b0
e
− r2

2b0 dr = e
− δ2i

2b0 − e
−

δ2i+1
2b0 (C.1.4)

The same applies when the desired parameter is the exponentially distributed

received Signal to Noise Ratio, with thresholds Γi and state probabilities:

πi =

∫ Γi+1

Γi

fE(γ)dγ =

∫ Γi+1

Γi

1

γ̄
e−

γ
γ̄ dγ = e−

Γi
γ̄ − e−

Γi+1
γ̄ (C.1.5)

Partitioning

Four di�erent methods of partition have been examined [Ruiz 2009] [Arauz 2004].

They are described next.

• Uniform partition

The methodology consists in de�ning �rst the desired thresholds and then

deriving the state probabilities from them. In particular, the continuous pdf

is divided by means of thresholds uniformly spaced, like shown in Figure C.1.

The last threshold is not in�nite but a �nite number, so that the distribution
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is truncated with that maximum �nite value. Thresholds de�ned this way give

rise to state probabilities that follow the shape of the pdf, doing a sampling

of the density function.

1 2 3 4 5 6 7

Figure C.1: Uniform partition of the Rayleigh distribution.

In the rest of methods the approach is the opposite: the state probabilities are

�xed and the corresponding thresholds are obtained from them.

• Equal probabilities This is the very common approach for the partitioning

of a FSMC. The thresholds are selected in such a way that the steady state

probabilities of being in any state are equal:

π1 = π2 = ... = πn =
1

n
(C.1.6)

• Linearly increasing probabilities

In the linearly increasing probabilities partition, the goal is to increase lin-

early the probability of the states with higher amplitude. Thus, the state
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probabilities are:

if n even:

πi = iπ1 with π1 =
4

n2 + 2n
and i = 1, 2, ...,

n

2

if n odd:

πi = iπ1 with π1 =
4

n2 + 4n− 2
and i = 1, 2, ...,

n+ 1

2

(C.1.7)

• Exponentially increasing probabilities

This partition is similar to the partition above but with exponential increments

in the probability:

if n even:

πi+1 = 2πi with π1 =
1

2
n
2
+1 − 2

and i = 1, 2, ...,
n

2

if n odd:

πi+1 = 2πi with π1 =
1

1 + 4
(
2

n−1
2 − 1

) and i = 1, 2, ...,
n+ 1

2
(C.1.8)

Output vector

Once the partition is de�ned, it is necessary a discrete value of the amplitude of the

signal within the interval that represents the state of the chain. This value is the

statistical mean between the two thresholds of the state. The set of these values is

called output of the Markov chain and denoted {x1, x2, ..., xn}.

In the case of the Gaussian distribution it yields:

xi =

∫ µi+1

µi
x · fG(x)dx
πi

=
1

πi

(√
b0
2π

(
e
−
(

µ2i
2b0

)
− e

−
(

µ2
i+1
2b0

)))
(C.1.9)

The notation ri is employed for the output vector of the envelope of the channel
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and γi for the SNR. The obtained expressions are:

ri =

∫ δi+1

δi
r · fR(r)dr
πi

=
1

πi

[
δie

− δ2i
2b0 − δi+1e

−
δ2i+1
2b0 −

√
πb0
2

(
erf
(

δi√
2b0

)
+ erf

(
δi+1√
2b0

))]
(C.1.10)

γi =

∫ Γi+1

Γi
γ · fE(γ)dγ
πi

=
1

πi

[
(Γi + γ̄)e−

Γi
γ̄ − (Γi+1 + γ̄)e

−Γi+1
2b0

]
(C.1.11)

Transition probabilities

The Level Crossing Rate (LCR) is the average number of times per unit interval

that a fading signal crosses a given signal level. The expressions for the in-phase

and quadrature components of the channel gain (Gaussian), the envelope (Rayleigh)

and the Signal to Noise Ratio (exponential) are presented in Table C.1:

Table C.1: Level Crossing Rate

LCRG(x) =
√
2fDe

− x2

2b0 −∞ < x <∞

LCRR(r) =
√

π
b0
fDre

− r2

2b0 0 ≤ r <∞

LCRE(γ) =
√

2πγ
γ̄
fDe

− γ
γ̄ 0 ≤ γ <∞

The transition probability from state i to state i+1 is de�ned as the probability

that the chain is in state i + 1 at instant k given that it was in state i at k − 1.

Mathematically, for the in-phase and quadrature components:

pi,i+1 = Pr[Xk = i+ 1|Xk−1 = i] =
Pr[Xk = i,Xk−1 = i]

Pr[XK−1 = i]

=
1

πi

∫ µi+1

µi

∫ µi

µi−1

fG−G(x1, x2)dx1dx2 (C.1.12)

with fG−G(x1, x2) the joint probability function. The transition probability from

state i to state i− 1 is written in a similar way.
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In a FSMC the transition probabilities can be approximated by means of the

LCR. Thus, pi,i+1 is approximated by the ratio of the level crossing rate at threshold

ui+1 and the average number of packets per second staying in state i. Similarly, the

transition probability pi,i−1 is approximately the ratio of the LCR at threshold ui and

the average number of packets per second staying in state i. These approximations

will be valid as far as LCR << πi/TS, i.e., as far as the fading process is su�ciently

slow as to the transitions of the chain occur only between adjacent states (pk,i =

0, if |k− i| > 1). In the case of the in-phase and quadrature components it yields:

pi,i+1 ≈
NG(µi+1) · TS

πi
=

1

πi
TS

√
2fDe

−x2
i+1/(2b0) (C.1.13)

pi,i−1 ≈
NG(µi) · TS

πi
=

1

πi
TS

√
2fDe

−x2
i /(2b0) (C.1.14)

When the envelope is considered, the transition probabilities are:

pi,i+1 ≈
1

πi
TS

√
π

b0
fDδi+1e

−δ2i+1/(2b0) (C.1.15)

pi,i−1 ≈
1

πi
TS

√
π

b0
fDδie

−δ2i /(2b0) (C.1.16)

Finally, the expressions of the transition probabilities of the received SNR are as

follows:

pi,i+1 ≈
1

πi
TS

√
2πΓi+1

γ0
fDe

−Γi+1/γ0 (C.1.17)

pi,i−1 ≈
1

πi
TS

√
2πΓi

γ0
fDe

−Γi/γ0 (C.1.18)

Autocorrelation function

The ACF of a FSMC is one of the limitations of the Markov modeling, as it decays

exponentially, in contrast to the theoretical Bessel function of Clarke's model. The
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analytical expression of the ACF is:

R[m] = E[f(X0)f(Xm)] =
n∑

i=1

n∑
j=1

Pr[X0 = j,Xm = i]

=
n∑

j=1

f(j)πj

n∑
i=1

f(i)pmij

(C.1.19)

where f(·) is the output of the chain in the corresponding state at instant m. In

matrix form we can write:

R[m] = fTΦPmf (C.1.20)

with Φ a diagonal matrix whose elements are the state probabilities and P the

transition matrix.

C.2 Evaluation

The FSMC has been evaluated with the goal of determining the in�uence of the

choice of the parameters. We show here the results corresponding to the envelope

of the signal. For the in-phase and quadrature components and the instantaneous

SNR the conclusions are similar.

First of all, the estimated mean r and standard deviation σr of the fading enve-

lope are shown in Table C.2, and compared to the theoretical, with a realization of

106 samples, b0 = 1, 10 states and fD ·TS = 10−2. All the partition methods estimate

correctly the mean. For the standard deviation, the uniform partition is the one

that obtains the best approximation for the speci�ed length of the simulation.

As it was previously mentioned, the ACF is expected to be exponentially de-

creasing. We are interested in checking if it is possible to improve the grade of

approximation to the theoretical bessel function by selecting properly the parame-

ters of the chain (partition method and number of states).
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Table C.2: Mean and standard deviation of the fading envelope

r σr
Uniform 1.2548 1.9874

Equal probabilities 1.2482 1.9659
Linearly increasing probabilities 1.2485 1.9525

Exponentially increasing probabilities 1.2456 1.8652
Theoretical 1.2533 2

The ACF function of the di�erent partition methods is compared in Figure C.2

(a), with the rest of parameters of the chain �xed (fD · TS = 10−2 and 10 states).

The theoretical ACF from Clarke's model is plotted with solid line. In the �gure,

one can observe that the uniform and equal probabilities and linearly increasing

probabilities obtain similar results, being the �rst two partitions slightly better, as

they are closer to Bessel's function in the �rst samples of observation (the only ones

that the FSMC can approximate properly). A zoom of the �gure is shown in Figure

C.2 (b) to corroborate it.

On the other hand, the in�uence of the number of states in the ACF function is

shown in Figure C.3. In principle, de�ning more states would correspond to better

approximations to Clarke's model. However, we may keep in mind the assumption

of transitions only happening to adjacent states. If the number of states is increased

too much, it will not be true anymore. The dependence with the correlation of the

channel is closely related with the number of states, e.g. given a number of states,

if the channel is too fast the assumption is not accomplished.

To �nish with the study of the ACF, we evaluate the power margin quality

measures as another parameter of quality performance. In particular, the mean

basis power margin and the maximum basis power margin, de�ned as:

Gmean =
1

σ2
gL

trace(CgC
−1
ĝ Cg)

Gmax =
1

σ2
g

max(diag(CgC
−
ĝ 1Cg))

(C.2.1)
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Figure C.2: (a) ACF of the envelope for di�erent partition methods (b) Zoom of (a)
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Figure C.3: ACF of the envelope for di�erent number of states

where σ2
g = b0 is the variance of the theoretical distribution, L is the number of

points used in the calculation of the metrics, Cg is the LxL covariance matrix of

L neighboring samples of the theoretical fading process, and Cĝ is the LxL covari-

ance matrix of L neighboring samples of the fading model. The results are shown

in Table C.3, for the partitions that approximate better Clarke's model: uniform

and equiprobable. Moreover, two other methods for Rayleigh channel generation

are plot: the simulator provided by MATLAB and the Sum-of-Sinusoids method

proposed in [Zheng 2002] and simulated with 15 sinusoids. Perfect performance cor-

responds to 0 dB for both measures. An autocorrelation sequence length of 300

was considered with the same value of fD · TS �xed above. The results show the

poor approximation of the FSMC to the theoretical ACF compared with the rest of

models.

The main advantage of a Markov model for Rayleigh channels is the simplicity

of the model, which leads to short times for generating long realizations. We show

in Table C.4 the results of the time comparison for the same four methods. One
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Table C.3: Power Margin Quality Measure comparison

Method Gmean(dB) Gmax(dB)
FSMC with uniform partition and 20 states 1.1644 1.2227
FSMC with equiprobable states and 20 states 2.0427 2.1216

MATLAB channel 0.0503 0.0521
SoS with 15 sinuoids 0.0015 0.0022

can observe signi�cant di�erences in terms of computation time for generating 5e6

samples of the complex channel response, being the FSMC 100 times better than

the IDFT method and 1000 times better than the one provided by MATLAB.

Table C.4: Computation Time to generate 5e6 complex samples

Method Time (s)
FSMC 20 states 0.0031
MATLAB channel 5.64
SoS with 15 sinuoids 3.91

IDFT 0.391



Appendix D

Summary (in Spanish)

D.1 Introducción

Garantizar calidad de servicio (Quality of Service, QoS) es un gran reto que se

presenta en el diseño de las próximas generaciones de redes inalámbricas. En con-

creto, se estima que los servicios de tiempo real, que implican fuertes restricciones

de retardo, sean cada vez más populares entre los usuarios de equipos móviles.

En esta tesis se analiza la relación entre los desvanecimientos del canal, el proceso

de fuente de datos y parámetros de calidad de servicio (con especial atención al

retardo) en un sistema inalámbrico.

Se propone la aplicación de la teoría del ancho de banda efectivo como base para

el análisis. Se trata de una teoría ampliamente aplicada en redes cableadas y que

ha sido adaptada recientemente para su uso en sistemas inalámbricos.

Modelo de sistema

En primer lugar, se aborda el estudio del sistema monousuario monocanal de la

Figura D.1.

235
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Figure D.1: Modelo de sistema

En este sistema, un �ujo de información de velocidad instantánea a[n] es trans-

mitido a través de un canal. El servidor modela el proceso canal y puede transmitir

a una velocidad variable c[n], resultado de emplear técnicas de modulación adaptati-

vas sobre un canal con desvanecimientos, de forma que el tamaño de la constelación

se adapta a las condiciones instantáneas del canal (constelaciones más densas cuando

el canal está en buenas condiciones). Así, la velocidad instantánea c[n] depende de

la respuesta del canal, que es en general correlada.

Se de�nen las funciones velocidad de fuente y de canal acumuladas como: A[n] =∑n−1
m=0 a[m] and C[n] =

∑n−1
m=0 c[m].

Para cada uno de los procesos, fuente y canal, se de�ne la función ancho de banda

efectivo (EBF, E�ective Bandwidth Function) como [Chang 1995a] [Wu 2003b]:

αA(υ) = lim
n→∞

1

nυ
logE

[
eυA[n]

]
(fuente)

αC(υ) = lim
n→∞

1

nυ
logE

[
eυC[n]

]
(canal) (D.1.1)

En un canal Rayleigh, intentar garantizar requisitos deterministas de QoS es

inviable. Por ello resulta más aconsejable intentar garantizar requisitos de QoS

estadísticos. En el caso del retardo, se ha de�nido una restricción probabilística de

retardo dada por el par (Dt, ε), donde Dt es el retardo objetivo y ε es la probabilidad

de exceder dicho retardo objetivo.

La teoría del ancho de banda efectivo nos da la siguiente expresión para la



Summary (in Spanish) 237

probabilidad de violación ε [Wu 2003b]:

ε = Pr{D(∞) > Dt} ≈ η · e−θ·αA(θ)Dt

= η · e−θ·αC(−θ)Dt (D.1.2)

donde η es la probabilidad de que la cola no esté vacía y θ es el exponente de calidad

de servicio, y es la solución a la ecuación:

αA(υ)− αC(−υ) |υ=θ= 0 (D.1.3)

La ecuación (D.1.2) sirve como base para el análisis del retardo en esta tesis.

Como se puede observar, para estudiar la restricción de retardo (Dt, ε) es necesario

evaluar las EBF del proceso canal y del proceso fuente.

Función ancho de banda efectivo

El signi�cado de las funciones ancho de banda efectivo se ilustra en la Figura D.2.

En el caso de la fuente, la EBF indica la mínima velocidad de canal necesaria

para garantizar ciertos requisitos de calidad de servicio. Un valor alto de υ indica

requisitos más estrictos de QoS (Dt o ε más pequeños). Así, la curva comienza en

la velocidad media cuando υ = 0. A partir de ahí, la curva crece hacia la velocidad

de pico, que es el valor asintótico cuando υ → ∞. En el caso del proceso canal,

la EBF expresa la máxima velocidad de fuente que un determinado proceso canal

puede soportar manteniendo los requisitos de calidad de servicio. La curva αC(−υ)

comienza en la capacidad de Shannon cuando υ = 0, y decrece con υ hasta el valor

máximo υmax. Valores más allá de υmax no pueden ser garantizados por el canal.

Si unimos las dos curvas, aparece un punto de trabajo que corresponde con la

intersección de ambas. Este punto es el exponente de calidad de servicio θ que se

obtiene con la ecuación (D.1.3) y representa el punto en el que tanto el proceso

fuente como el proceso canal podrán garantizar los requisitos de QoS.
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Figure D.2: Función ancho de banda efectivo.

D.2 Análisis del retardo en canales Rayleigh planos

EBF de canales Rayleigh planos

Para analizar el retardo en un sistema con canal plano, es necesario calcular la

función ancho de banda efectivo del canal. En primer luegar, se calcula la EBF para

canales incorrelados. En este caso, la velocidad de transmisión acumulada C[n] es la

suma de variables i.i.d. y se puede aplicar el teorema del límite central. Entonces,

la EBF corresponde a la de una distribución Gaussiana:

αC(υ) = mc +
υ

2
σ2
c (D.2.1)

donde mc y σ2
c son la media y la varianza de c[n], que se calculan según la política

de adaptación, continua o discreta. El resultado �nal depende de la BER objetivo

que se quiera �jar y de la SNR media del canal.

Si el canal presenta correlación temporal, la estrategia a seguir es la siguiente. Se

divide la velocidad total de transmisión en bloques de longitud k. Si la longitud de

los bloques es su�cientemente grande, entonces podemos considerar que los bloques
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son independientes unos de otros y aplicar de nuevo el teorema del límite central. La

clave está en escoger adecuadamente el valor de k. Cuanto mayor sea la correalción

temporal, mayor es el valor de k necesario para que la aproximación sea válida. La

aproximación gaussiana ha sido validada con el test de Lilliefors y con la comparación

de los resultados con las simulaciones. Gracias a la aplicación del teorema del límite

central la EBF del canal es de nuevo una función de la media y la varianza de c[n],

aunque su cálculo al incluir la correlación resulta mucho más engorroso. Además de

la dependencia con la BER objetivo y con la SNR media, ahora la varianza depende

también de la función de autocorrelación del canal.

En la Figura D.3 comparamos la EBF del canal obtenida en esta tesis con la

solución aportada en [Wu 2003b], válida sólo para valores pequeños de SNR. Se

representan dos valores de SNR media, 5 y 10dB, y el tamaño de bloque k es

10000. La ACF sigue una función Bessel con frecuencia Doppler normalizada con

el periodo de símbolo fD · TS = 0.1. Como cabía esperar, las curvas se separan

conforme aumenta la SNR media.
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Figure D.3: EBF de un canal Rayleigh con ACF de Bessel.
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Percentil del retardo

Una vez obtenida la EBF del canal, es posible evaluar el percentil del retardo como

1− ϵ.

Supongamos una fuente constante a una velocidad λ, la EBF de la fuente es una

constante: αA(υ) = λ. Para dar una expresión del percentil, hay que despejar el

exponente de QoS. Si sustituimos la EBF de un canal plano, θ viene dado por:

λ− αC(−θ) = 0 ⇒ θ(λ)
△
= θ(mc, σ

2
c , λ) =

2(mc − λ)

σ2
c

(D.2.2)

Finalmente, se obtiene el percentil del retardo:

1− ε = 1− Pr{D(∞) > Dt} = 1− e
− 2(mc−λ)

σ2
c

·λDt

(D.2.3)

Un ejemplo se muestra en la Figura D.4. Se pinta el percentil del retardo como

una función de la velocidad de fuente λ, para un retardo objetivo dado. La ACF

sigue una caída exponencial, con parámetro de correlación ρ = 0.8 y ρ = 0.9. Se

pinta también el caso de canal incorrelado. La BER objetivo es 10−2 y Dt es 20

símbolos. El canal tiene SNR media 5, 10 y 15dB. Se puede comprobar cómo el

percentil del retardo se acerca al 100% cuando la velocidad de fuente disminuye. A

medida que aumenta λ, el percentil decrece hasta el 0%. Cabe destacar la drástica

caída a cero en el caso de un canal incorrelado, de forma que pequeños cambios

en la velocidad de fuente provocan enormes variaciones del percentil del retardo.

Éste es el comportamiento esperado cuando no hay ni variabilidad en la fuente ni

correlación en el canal. Cuando se incluye correlación en el canal u otro tipo de

fuentes, la caída de la curva del percentil es mucho más suave.
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Figure D.4: Percentil del retardo para trá�co constante. ACF exponencial. Dt = 20
símbolos. BERt = 10−2.

Capacidad con una restricción probabilística de retardo

La capacidad de un canal indica la máxima velocidad de datos que puede ser trans-

mitida sobre él. En comunicaciones inalámbricas, se han de�nido varias capaci-

dades sujetas a distintas restricciones y modelos. La capacidad limitada por retardo

[Biglieri 1998] es la máxima velocidad �ja que puede garantizar un retardo deter-

minístico. En el caso de canal Rayleigh, esta capacidad es cero. Por ello, proponemos

de�nir una nueva capacidad en términos de retardo estadístico. Así, la Capacidad

con una restricción probabilística de retardo CDt,ε es la máxima velocidad de

fuente soportada por el canal bajo una BER objetivo y mantiendo el retardo por

debajo de Dt excepto para una probabilidad ε.

Para calcular CDt,ε, la restricción de retardo se despeja de (D.1.2) suponiendo

que el sistema trabaja en condiciones de carga alta (η → 1):

− log(ε)

Dt
= θ · αA(θ) (D.2.4)
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En el caso de una fuente constante, si se substituye el exponente de QoS (D.2.2)

en (D.2.4), el valor de λ despejado es la Capacidad con una restricción prob-

abilística de retardo CDt,ε y puede escribirse:

CDt,ε =
mc

2
+

1

2

√
m2

c − 2σ2
c

(− log ε)

Dt
(D.2.5)

Se pueden comprobar dos límites en (D.2.5). Si el retardo objetivo aumenta o

la probabilidad de violación aumenta, entonces el requisito de QoS se relaja y CDt,ε

se aproxima a mc, que es la capacidad ergódica del canal. En el otro extremo, si

Dt o ε disminuyen, el canal puede soportar una velocidad de trá�co menor para

poder seguir garantizando la restricción de retardo. Lógicamente, CDt,ε es siempre

menor que la capacidad ergódica. La in�uencia de la BER objetivo está incluída en

la media y la varianza del canal. Cuanto menor sea la BER objetivo, menor será

la capacidad. La varianza del canal incluye también la in�uencia de la correlación

del canal. Así, cuando la correlación temporal aumenta (σ2
c aumenta), la capacidad

disminuye.

La Figura D.5 presenta la evaluación de CDt,ε para un canal incorrelado y políti-

cas de velocidad continua y discreta. La SNR media es 10dB y 20dB, y la proba-

bilidad de exceder el retardo objetivo es ε=0.1 (percentil 90%) y ε=0.05 (percentile

95%). CDt,ε se pinta como función de Dt. La BER objetivo es BERt = 10−3.

El caso de un canal correlado en el tiempo se muestra en la Figura D.6 para

una política continua. La SNR media es 5 y 10dB. ε = 0.10 y la correlación sigue

una caída exponencial con parámetro ρ �jado a 0.95 y 0.99. El resultado del canal

incorrelado se representa con triángulos. Se puede observar que la correlación tem-

poral degrada las prestaciones en términos de retardo. Así, cuando la correlación

aumenta, valores mayores de ρ, la capacidad disminuye.

Por último, se pueden considerar fuentes variables. Por ejemplo, supongamos un
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modelo ON-OFF que simule una fuente de voz. Su EBF es [Kelly 1996]:

αA(u) =
1

2u

[
h · u− µ− λ+

√
(h · u− µ+ λ)2 + 4 · λ · µ

]
(D.2.6)

donde los parámetros λ y µ son las probabilidades de transición de ON a OFF y

viceversa y h la tasa en el estado ON.

En este caso, la máxima velocidad media de fuente sujeta a la restricción (Dt, ε)

es:

mA(D
t, ε) = −1

2
· λ

λ+ µ
· (σ

2
c )

2
s3 − 4σ2

cmcs
2 + 4m2

cs− 2σ2
c (λ+ µ)s+ 4mc(λ+ µ)

σ2
cs

2 − 2mcs− 2λ
(D.2.7)

con s:

s =
−mcD

t −
√
(mcDt)2 − 2σ2

cD
t log ε

σ2
cD

t
(D.2.8)

En la Figura D.7 se ilustra la in�uencia de los parámetros de la fuente en el

retardo. Las probabilidades de transición ON-OFF son iguales y se han �jado tres

valores diferentes (0.1, 0.01 y 0.001). La ACF es Bessel con parámetro fD · TS =

5 · 10−2 y 1 · 10−2. Periodos ON-OFF más cortos son bene�ciosos para el retardo, de

forma que se obtienen valores más altos de capacidad. Además, se puede observar

que las curvas con distintos valores de correlación del canal se cruzan, mostrando el

efecto conjunto que tienen el proceso fuente y el proceso canal en el retardo. Así,

para cumplir ciertos requisitos estadísticos de retardo, se puede optar por fuentes

con transiciones ON-OFF más cortas o por canales con menor correlación.

D.3 Análisis del retardo en canales Rayleigh selec-

tivos en frecuencia

A continuación, se considera el sistema de la Figura D.8, en el que los F servidores

en paralelo representan las F subportadoras de un sistema OFDM. La diferencia
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Figure D.7: Capacidad con restricción de retardo para trá�co de voz. In�uencia de
los parámetros de la fuente.

respecto al sistema monocanal es que ahora la portadora f puede transmitir a una

velocidad cf [n], de forma que la velocidad total del canal es c[n] =
F∑

f=1

cf [n].

De forma análoga al canal plano, se calcula la EBF del nuevo canal selectivo.

La estrategia es la misma: dividir la velocidad de canal acumulada en bloques de

tamaño k, su�cientemente grandes como para despreciar la correlación entre bloques.

La aplicación del teorema del límite central da como resultado una expresión de la

EBF en función de la media y la varianza del canal. La principal diferencia radica en

que ahora el cálculo de la varianza considera no sólo la correlación temporal dentro

del bloque sino también la frecuencial.
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Figure D.8: Modelo de colas para el sistema OFDM.

Capacidad con una restricción probabilística de retardo

Una vez calculada la EBF del nuevo canal, es fácil evaluar la capacidad con una

restricción probabilística de retardo en el caso de canales selectivos en frecuencia.

La capacidad se representa en la Figura D.9. Se puede observar la in�uencia de la

correlación frecuencial en las prestaciones de retardo. Se han pintado dos canales:

un canal vehicular de ancho de banda de coherencia 430kHz (menos correlación

frecuencial) y un canal pedestre cuyo ancho de banda de coherencia es de 3.4MHz

(más correlación frecuencial). Hay 16 portadoras y la SNR media es 10dB y 15dB.

Se puede observar que para valores menores del ancho de banda de coherencia se

obtienen valores más altos de capacidad.

D.4 Análisis del retardo en sistemas multiusuario

Finalmente, se considera un sistema multiusuario en el que cada usuario tiene aso-

ciada una cola en la que sus datos son almacenados antes de ser transmitidos al
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Figure D.9: Capacidad con restricción de retardo para una fuente constante y 16
portadoras. In�uencia de la correlación frecuencial.

canal. Un nuevo elemento aparece en este escenario, el algoritmo de multiplexación,

que va a tener una in�uencia importante en el retardo. Se han evaluado tres al-

goritmos de multiplexación representativos [Entrambasaguas 2007]: Round Robin

(RR), Best Channel (BC) y Proportional Fair (PF). El modelo de sistema es ahora

el representado en la Figura D.10

Los F servidores modelan las F portadoras del sistema OFDMA. El plani�cador

asigna recursos a los usurios. Cada usuario tiene su propia restricción de retardo

pero, por simplicidad, se mantiene la notación (Dt, ε).

La velocidad instantánea de transmisión que ve el usuario u es:

cu[n] =
F∑

f=1

cfu[n],

cfu[n] =

{
cf [n] si la portadora f es asignada al usuario u

0 en otro caso
(D.4.1)



248 Summary (in Spanish)

1
[ ]a n

1
[ ]Q n

2
[ ]a n

2
[ ]Q n

[ ]
U

a n
[ ]

U
Q n

SCHEDULER

.

.

.

1
[ ]nc

Fading

Channel

.

.

.

2
[ ]nc

[ ]
F

nc

Figure D.10: Modelo de sistema OFDMA

La EBF del canal depende ahora del algoritmo de multiplexación y de la cor-

relación temporal y frecuencial del canal. La aproximación Gaussiana se aplica de

forma similar a como se hizo en el caso monousuario. Entonces, la máxima veloci-

dad alcanzable por el usuario u-ésimo bajo una restricción en el retardo y una BER

objetivo es:

Ru
Dt,ε =

mku

2kF
+

1

2

√
m2

ku

(kF )2
− 2

σ2
ku

kF

(− log ε)

Dt
(D.4.2)

donde la gran di�cultad radica en el cálculo de los estadísticos mk y σ2
k, que son

especí�cos de cada algoritmo de multiplexación.

Las Figuras D.11, D.12 y D.13 muestran la evaluación de D.4.2 para las tres

disciplinas analizadas: RR, BC and PF. Se ha considerado un canal pedestre de

ancho de banda de coherencia 3.4MHz. La ACF sigue una función de Bessel con

parámetro fDTS = 0.1 y fDTS = 0.01. Hay 5 usuarios con SNR media 5, 6, 7, 8 y

9 dB, y 4 portadoras. Se pinta la máxima velocidad de transmisión Ru
Dt,ε para el

mejor (9dB), el medio (7dB) y el peor (5dB) usuario.
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Las velocidades individuales Ru
Dt,ε se representan como función del retardo ob-

jetivo. La probabilidad de violación se �ja a 0.1 para todos los usuarios. Se puede

observar que los usuarios con mejores condiciones de canal obtienen velocidades

mayores y pueden exigir requisitos de QoS más estrictos.

Las diferencias entre usuarios son mucho más acusadas en BC si lo comparamos

con RR. Así, el usuario con mejores condiciones de canal se ve claramente bene�ciado

si se cambia a disciplina BC a costa del usuario con peor canal. Esto afecta no sólo

al comportamiento asintótico de las curvas (acercándose a la media de la velocidad

del canal), sino también a los retardos objetivo mínimos que cada usuario podría

demandar. En el caso de PF, se observa cómo se reducen las diferencias entre

usuarios a costa de reducir ligeramente la tasa media. Destaca en el algoritmo PF

la igualación de los usuarios en términos de retardo objetivo
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Figure D.11: Máxima velocidad de usuario admisible en un sistema OFDMA con
disciplina Round Robin.
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Figure D.12: Máxima velocidad de usuario admisible en un sistema OFDMA con
disciplina Best Channel.
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Figure D.13: Máxima velocidad de usuario admisible en un sistema OFDMA con
disciplina Proportional Fair.
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D.5 Conclusiones

En esta tesis se ha abordado el estudio de garantías de QoS estadísticas en un sistema

inalámbrico. En concreto, se ha analizado la relación entre los desvanecimientos del

canal Rayleigh, la fuente de información y algunos parámetros de QoS (en especial

el retardo). Para ello, se ha propuesto la aplicación de la teoría del ancho de banda

efectivo. Se han calculado las EBF de los procesos fuente y canal, en primer lugar

para un canal Rayleigh plano. Con ellas, se ha analizado el percentil del retardo.

Además, se ha propuesto la de�nición de una nueva capacidad en un sistema inalám-

brico: la capacidad con una restricción probabilística de retardo, que es la máxima

velocidad de fuente admisible por un canal manteniendo una BER objetivo y una

restriccción en el retardo dada por (Dt, ε). La evaluación de la capacidad demues-

tra que la correlación temporal del canal o de la fuente son perjudiciales para el

comportamiento del retardo.

A continuación, el análisis se ha repetido para el caso de un sistema OFDM con

un canal Rayleigh selectivo en frecuencia. Para ello ha sido necesario calcular la

EBF de este nuevo canal. Se ha comprobado que también la correlación frecuencial

del canal reduce las prestaciones del sistema en términos de retardo.

Por último, se ha planteado un sistema multiusuario y se ha repetido el análisis

del retardo. En este caso, se calcula la máxima velocidad admisible para cada usuario

sujeta a una BER objetivo, su propia restricción probabilística de retardo y el algo-

ritmo de multiplexación empleado. Se han analizado tres algoritmos: Round Robin,

Best Channel y Proportional Fair. Los resultados obtenidos permiten analizar el

balance entre justicia y prestaciones de cada uno de los algoritmos.

En resumen, en esta tesis se ha comprobado la alta sensibilidad del retardo a

la variabilidad del trá�co, a la correlación temporal o frecuencial del canal y al

algoritmo de multiplexación. Los resultados analíticos presentados se han validado

comparándolos con simulaciones. Además, el procedimiento propuesto es genérico
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y podría extenderse a otras disciplinas, modelos de trá�co y modelos de canal. En

cualquier caso, las funciones de ancho de banda efectivo de una fuente y un canal no

siempre se pueden evaluar analíticamente. Para esos casos, se aporta una estrategia

semianalítica.


