
Universidad de Málaga

Escuela Técnica Superior de Ingeniería de Telecomunicación

TESIS DOCTORAL

Photonic Reflectometer on Silicon-on-Insulator

Autor:

ROBERT HALIR

Directores:

ÍÑIGO MOLINA FERNÁNDEZ

JUAN GONZALO WANGÜEMERT PÉREZ



AUTOR: Robert Halir
Edita: Servicio de Publicaciones de la Universidad de Málaga

ISBN: 978-84-9747-620-1

Esta obra está sujeta a una licencia Creative Commons:
Reconocimiento - No comercial - SinObraDerivada (cc-by-nc-nd):
Http://creativecommons.org/licences/by-nc-nd/3.0/es
Cualquier parte de esta obra se puede reproducir sin autorización 
pero con el reconocimiento y atribución de los autores.
No se puede hacer uso comercial de la obra y no se puede alterar, transformar o 
hacer obras derivadas.







Photonic Reflectometer on
Silicon-on-Insulator

Robert Halir





To Leonor
and

my parents





Acknowledgements

First and foremost I want to thank my thesis supervisors Íñigo Molina Fernández and
Gonzalo Wangüemert Pérez for their continued support, guidance and encourage-
ment during the development of this thesis. Without their patience, solid ideas and
resolve, this work would have been nothing short of impossible. Alejandro Ortega
Moñux, though not officially my supervisor, has offered me countless helpful (and
hourlong) discussions on many aspect of this work, for which I want to thank him.

Pavel Cheben, together with Siegfried Janz and Dan-Xia Xu, has supervised my
work during several stays at the National Research Council of Canada, where I had the
privilege to learn many aspect on the design of optical devices. Pavel also provided
the core idea behind the grating concept presented here, and, beyond this, has proven
a great person. Siegfried and Dan-Xia have dedicated much of their time to improve
my understanding of device fabrication, and have given me many invaluable pieces of
advice. My gratitude goes to all of them. I also gratefully acknowledge the assistance
provided by all the staff of the Canadian Photonic Fabrication Centre, where most of
the devices presented in this work were fabricated.

Gunther Roelkens supervised my work during my stay at the INTEC group in Ghent.
I would like thank him not only for his instruction on polarisation diversity grating
couplers, but also his continued drive and support. He furthermore provided one of
the external reports on this work.

During a short stay at the Heinrich Hertz Institute in Berlin, Norbert Keil supervi-
sed my work, which has been followed by extensive collaboration with the group at
Málaga. I highly appreciate his great mood, and want to thank him and Jin Wang for
providing an external report on my thesis.

I am grateful for the long hours of joy (and sometimes sorrow) I have shared with all
the colleagues in and out of the lab: Alejandro, Álvaro, Benito, Carlos, Elena, Juanma,
Laureano, Luis, María, Sebastíán, Yak...

I also wish to thank my parents for their continuing love, support and advice. And
of course, Leonor whom I love and admire more every single day.

Finally, I acknowledge founding through a FPU scholarship from the Spanish Mi-
nistry of Education, which has enabled all this work.

Robert Halir
Málaga, Spain
September 2010





Nomenclature

a Amplitude of a s-bend

ARDE Aspect Ratio Dependent Etching

β Propagation constant

BOX Bottom Oxide

c Speed of light in vacuum: c = 3×108 m/s

cm Modal excitation coefficients

D Etch depth

DUT Device under test

DUV Deep Ultraviolet

Ed Dominant electrical field component. Ed = Ex for horizontal (TE) polarization
and Ed = Ey for vertical (TM) polarization.

g Minimum gap between waveguides

H Substrate height

λ Free-space wavelength. By default λ = 1.55µm.

LMMI Length of the multimode region

LP Length of two parallel waveguides.

Lπ Half beat length of the two lowest order modes

LS Length of a s-bend

LT Taper length

LTI Linear time invariant (system)

M Number of guided modes

m Lateral (x direction) mode number

MPTF Minimum Phase Temporal Filtering

MZI Mach Zehnder Interferometer

Nc Effective index of the cladding

nc Refractive index of the cladding
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Ng Effective index of the guiding region

ng Refractive index of the guiding region or group index

ns Refractive index of the substrate

ν Optical frequency: ν = c/λ

OFDR Optical Frequency Domain Reflectometry

pg Guidance factor

PIC Photonic Integrated Circuit

PLC Planar lightwave circuit

ps Symmetry factor

Q Number of images

s Centre to centre separation of the MMI access waveguides

sI Centre to centre separation between interconnecting waveguides

Si j S-parameter from port j to port i

SWG Sub-wavelength Grating

TE Transversal electric polarzation

TM Transversal magnetic polarization

TXm,n TE or TM mode with m half cycles in the lateral (x) direction and n half cycles
in the vertical (y) direction.

ϕ Scalar mode field profile

W Width of the interconnecting waveguides

WA Width of the MMI access waveguides

Weff Effective width of the multimode region

WMMI Width of the multimode section
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The highest to which man can reach is amazement.
Johann Wolfgang von Goethe

1
Introduction

THIS work presents the implementation and characterisation of an optical six-port
reflectometer on silicon-on-insulator, that will enable accurate magnitude and

phase characterisation of photonic devices. Furthermore, we propose and demons-
trate a novel grating coupler structure for silicon wire waveguides. In this introductory
chapter, we will examine the relevance of optical technologies and their relation to si-
licon (section 1.1), and provide a brief context on optical measurement techniques
(section 1.2) and fibre-to-chip coupling (section 1.3). A general outline of the goals
and contributions of this thesis is given in section 1.4.

1.1. Silicon and The Harnessing of Light

The science of the harnessing of light. This is the definition of photonics given by
Pierre Aigrain, when he coined the term in 1967. Just as electronics refers to the study
of electrons, photonics aims at the manipulation of photons, the “elementary par-
ticle” of light. Some claim that the word electronics was introduced by McGraw-Hill,
when they published the first issue of a magazine with that name in April 1930. In its
beginnings the Electronics magazine mainly covered the technology of radio com-
munications, that had been booming since the 1920’s. Hence, it is not surprising
that photonics is often related rather directly to another telecommunication miles-
tone: the development of optical communications. With optical fibre based, long
haul transmission systems providing the backbone of high speed internet with all its
revolutionary services, it is hard to exaggerate the impact of this technology on our
lives. In fact, the 2009 Nobel price recognises this in awarding the Nobel in physics
to Charles Kao, the father of optical fibres. And recent developments, such as co-
herent 100Gigabit/s transmission over systems initially design for 10 times smaller
data rates [1–3], the introduction of optical networks into datacenters [4, 5], and the
ever growing volume of internet traffic, confirm, among many other factors, that te-
lecommunications continues to be the main driving force behind photonics. Then
again, just as electronics were focused on radio communications in their beginnings,
and have since then spread to many other aspects of daily live, the field of photonics
extends beyond optical data transmission. Fibre Bragg gratings are widely used as
temperature and strain sensors [6], optical coherence tomography provides imaging

1



1. Introduction

of microscopic structures inside tissues in medicine and biology [7], and frequency
combs are used for the detection of exoplanets in astronomy [8], to name but a few
applications.

The tremendous success of modern electronics is founded on Silicon [9]: being
one of the most commons elements on earth, once purified, this semiconductor is
the basis of CMOS (complementary metal-oxide semiconductor) technology, which,
in turn, powers the vast majority of electronic devices. But silicon also exhibits inter-
esting properties for integrated, chip scale, photonics [10]: it is transparent at wave-
lengths larger than 1.2µm so that it can act as a waveguide at the 1.3µm and 1.55µm
wavelengths used for optical communications. Light is guided by total internal re-
flection inside a silicon core surrounded by silicon dioxide. The silicon dioxide layer
has its origin in microelectronics, where it is used to reduce parasitics, and also gives
this technology its name: Silicon-on-Insulator (SOI). The SOI platform offers a very
high refractive index contrast of ∆n ∼ 2 (in optical fibres ∆n ∼ 0.01), that allows for
the realisation of integrated photonic circuits with an overall size of only tens to a few
hundreds of microns.

With electrical interconnects running out of bandwidth in future high speed micro-
processors, silicon based optical interconnects, compatible with existing CMOS fa-
brication techniques, could provide a long term solution [11]. However, silicon is not
well suited for light emission and modulation, both of which are required for on-chip
optical communication [12]. These limitations are currently being overcome by Intel,
IBM, and the European Wadimos project, among others: silicon modulators at 1GHz
and 10GHz were demonstrated in 2004 and 2007 [13,14], germanium high speed ava-
lanche photodiodes were shown in 2008 and 2010 [15, 16], and lasers integrated with
silicon were presented in 2006 and 2010 [17,18]. Probably the first commercial silicon
photonics products are active optical cables, i.e. optical fibres connected to miniatu-
rised optical CMOS transceivers, offered by Luxtera [19].

The high index contrast, together with the volume production capabilities, make
SOI an extremely attractive platform for photonic integrated circuits (PICs) in gene-
ral. For instance, a high resolution spectrometer, consisting of an arrayed waveguide
grating with extremely closely spaced waveguides, was described in [20]. Very com-
pact and highly sensitive biosensors have been demonstrated in [21], making use of
the strong evanescent field of transversal magnetic polarised light in silicon-wire wa-
veguides. The high confinement that can be achieved in silicon waveguides was used
in [22] to produce non-linear effects and construct an optical oscilloscope. Highly
selective filters, based on interconnect resonators or echelle gratings, have been pre-
sented in [23–25]. These examples constitute only a tiny subset of the activity in the
silicon photonics field.

The primary focus of this thesis is the implementation of an integrated reflectome-
ter on SOI, that enables accurate magnitude and phase measurements of photonic
devices. Furthermore, we present an efficient, yet easy to fabricate device for fibre-to-
chip coupling, which, due to the miniature size of SOI waveguides, is far from trivial.
We shall elaborate on these two points in the following sections.
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1.2. Characterisation of photonic devices

Figure 1.1.: Illustration of the integrated optical six-port.

1.2. Characterisation of photonic devices

The complexity of optical communication systems and photonic devices has grown
over time, calling for more sophisticated measurement techniques. In classical long
haul transmissions system where losses were the main concern, optical time domain
reflectometry (OTDR) offered not only a convenient characterisation of propagation
losses, but also served as a fault detection and location scheme. With increasing bit
rates fibre dispersion became more critical, and the modulation phase shift method
was introduced. This hybrid radiofrequency-optical technique, yields a direct measu-
rement of the device’s group delay [26]. It is, however, time consuming when applied
to narrowband devices, such as dense wavelength division multiplexing filters, with
a passband of around 50GHz. For such devices, optical low coherence reflectometry
(OLCR) and optical frequency domain reflectometry (OFDR) are better suited [27,28].
Remarkably these techniques have spread beyond the scope of optical communica-
tion, and are applied in biology and medicine in the form of optical coherence to-
mography [7, 29]. OLCR and OFDR are interferometric techniques that produce di-
rect measurements of the phase of optical devices [30, 31], which in a sense is a more
fundamental characterisation than group delay and dispersion, since both are deri-
vatives of optical phase. In fact, knowledge of the phase response enables the use of
linear, time invariant system analysis, a technique that is widely used in the analysis
of electrical systems. In the context optical signal processing, with interconnected,
micro-meter size photonic devices, this type of analysis is becoming increasingly im-
portant [23].

Here, we focus on a novel six-port based measurement technique [32], which is
actually an optical form of a well established microwave measurement technique. As
opposed to OLCR and OFDR, which rely on the analysis of a complete interferogram
to obtain the phase at a certain wavelength, the six-port technique directly measures
phase at each wavelength and benefits from sophisticated calibration techniques to
reduce measurement errors. The core of this technique is the integrated photonic
circuit shown in figure 1.1, which we will call six-port in the following. It consists of
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1. Introduction

Figure 1.2.: Size comparison of the core of single-mode fibre, a rectangular silicon-
wire waveguide and a micrometric rib waveguide (roughly to scale). The arrows
indicate the convention of naming the horizontal and vertical linear polarisation states
TE and TM respectively.

an interconnection of three multi-mode interference couplers, and is connected via
optical fibres to a laser source and the device under test. The mission of the six-port
is to combine the light incident from the laser and the light reflected from the device
under test (DUT) at four external photodiodes. As we will show in section 2.4, the
reflection coefficient of the DUT can be determined from the power readings of these
four photodiodes. The implementation and characterisation of the optical six-port is
the main goal of this thesis.

1.3. Fibre to chip coupling

The size reduction afforded by the high index contrast in the SOI platform comes at
a price: the size mismatch of the integrated waveguides with fibres, which consti-
tute the interface to the devices outside the optical chip, is enormous, which makes
efficient coupling between them difficult. Figure 1.2 illustrates the size difference bet-
ween an optical fibre and the two types of waveguides commonly used in SOI: a mi-
crometer size rib waveguide, and a nanometric rectangular silicon-wire waveguide
(typical cross-section: 220nm× 500nm). Using lensed fibres a reasonable coupling
efficiency to micrometric waveguides can be achieved, but silicon-wire waveguides
require special coupling structures. Grating couplers offer a good coupling efficiency
to fibres situated above the chip [33], but require a two-etch step process to achieve a
good matching to the fibre mode. Furthermore, efficient coupling is commonly achie-
ved for transversal electric (TE) polarisation, whereas transversal magnetic (TM) po-
larisation is required for certain applications, such as biosensing; the orientation of
the TE and TM polarisation states is shown in figure 1.2. Here, we will propose and
demonstrate an efficient grating coupler for TM polarisation, that can be defined in
the same etch step as the waveguides.
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Figure 1.3.: Overview of the main contributions of this work.

1.4. Overview of this work

In this section we will briefly outline the main goals and contributions of this thesis,
and give a general overview of the following chapters. As depicted in figure 1.3 the
implementation of a photonic reflectometer is the main goal of this work. This basic
objective has motivated a series of contributions, with applications spanning beyond
the scope of this work.

The optical six-port reflectometer is based on silicon-on-insulator, micrometric rib
waveguides. To achieve a cost effective design, we shall restrict the fabrication to a
single etch step. This requires, in the first place, a thorough study of the interconnec-
ting waveguides, and, particularly, of the effect of fabrication tolerances on curved
waveguides [34, 35]. Both trapezoidal and rectangular waveguides are considered in
the analysis, but since the latter are shown to provide tighter curvature radii, they
are used throughout this work. The next step is the design of multi-mode interfe-
rence couplers that maintain a high performance despite fabrication variations and
shallow etch depth. A complete design procedure for such devices has been develo-
ped [36, 37], and applied successfully not only to MMIs on SOI but also on Indium-
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phosphide [3], although the latter are not described here. A complete mask, which
included test structures of the individual MMIs as well as the six-port junctions, was
designed, and fabricated at the Canadian Photonics Fabrication Centre. Characteri-
sation of the devices poses two challenges: first, we need to remove facet reflections
to accurately characterise the MMIs, and second, we need to measure the magnitude
and phase response of the sixport. We have proposed a minimum phase technique
that computes the phase of integrated optical devices from their power transmission
spectrum, and established an analytical criterion to assess when such devices exhi-
bit the required minimum phase characteristics [38, 39]. This allowed us to overcome
both challenges using a simple setup, based solely on power transmission measure-
ments of the devices. As a result, we were able to demonstrate MMIs with an un-
precedented combination of performance, tolerances and compact size [40], as well
as a six-port reflectometer with almost ideal magnitude and phase performance in a
broad bandwidth [41].

The general problem of coupling light from an optical fibre to an optical chip is also
briefly addressed in this work. Butt-coupling a fibre to micrometric waveguides still
yields reasonable coupling efficiencies, which is why this approach was used for the
implementation of the reflectometer. However, as discussed before, smaller Si-wire
waveguides call for different solutions. Here we have proposed an efficient fibre-to-
chip grating coupler for silicon wire waveguides that operates with TM polarisation,
and can be fabricated in a single etch step. To achieve this we use, for the first time,
subwavelength gratings to match the field radiated by the grating to the fibre mode
[42]. Recent measurement show an excellent agreement with simulation results.

The organisation of this work is as follows. In chapter 2, we review some optical
measurement techniques, and present the operation and calibration of the six-port
reflectometer. Since the device benefits from a compact size, implementing it in SOI
is a natural choice, which is why this platform is briefly described in chapter 3. The
design of the interconnecting waveguides is discussed in chapter 4, including tole-
rances issues of waveguide bends, and important considerations on waveguide cou-
pling. Chapter 5 is devoted to multi-mode interference couplers, the fundamental
component of the six-port. This chapter examines the approximations intrinsic to
the self-imaging effect that governs the operation of MMIs, and presents several key
aspects to the design of high performance devices with large tolerances. A complete
design procedure for such devices is developed, and the resulting tolerances are tho-
roughly analysed. The design and simulation of the complete six-port reflectometer is
described in chapter 6, showing that an excellent performance can be expected from
the fabricated device. Chapter 7 formulates a novel measurement technique that pro-
duces OFDR like information based solely on wavelength swept power transmission
measurements. We establish a closed form expression to assess the applicability of
this technique, and examine its practical requirements. The measurement technique
is subsequently used both to eliminate the effect of facet reflections from MMI mea-
surements, and to obtain the phase characterisation of the six-port. Some impor-
tant considerations on mask design are given at the beginning of chapter 8, which
presents the experimental performance of the MMIs and the six-port. Particularly,
we demonstrate high-performance 2×2 MMIs with large tolerances, and a complete
six-port junction with excellent performance in a large bandwidth. In chapter 9, we
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describe the realisation of effective media via sub-wavelength gratings, and detail the
design and simulation of a silicon-wire fibre-to-chip grating coupler based on these
structures. Measurements confirm not only the feasibility but also the excellent per-
formance of this approach. Conclusions are drawn in chapter 10.
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2
Phase and magnitude measurement

techniques for passive optical devices

OPTICAL phase measurements are of growing importance in modern optical com-
munication systems. We will start this chapter by giving a short introduction to

linear system analysis (section 2.1). This technique is extensively used for the design
of electrical systems, and provides some interesting insight on optical phase. Section
2.2 describes the classical modulation phase shift method for group delay and dis-
persion measurement of passive devices, and points out some of its shortcomings.
Optical frequency domain reflectometry, an established phase measurement tech-
nique, is discussed to some extent in section 2.3, providing a basis of comparison for
the six-port technique, and illustrating some concepts that we will use for the cha-
racterisation of our devices. Section 2.4 is devoted to the operation of the six-port
reflectometer, and outlines some of the desirable characteristics of its implementa-
tion.

2.1. Linear time invariant systems

The aim of this section is to provide a brief review of linear time invariant (LTI) sys-
tems and some of their properties in the context of optics. This will not only provide a
better understanding of optical phase, but will also facilitate and simplify the unders-
tanding of the measurement techniques that we will discuss in the following. The
concepts we present here are commonly used in electrical engineering [43], so that
the reader who is familiar with LTI systems may skip this section.

2.1.1. General concepts

Figure 2.1 depicts a LTI system, with x(t ) as a input (or excitation) and y(t ) as an
output (or response). As indicated by its name, a LTI system has two fundamental

H(ν)
h(t)

X(ν)
x(t)

Y (ν)
y(t) Figure 2.1: Schematic representation

of a LTI system.
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properties: a superposition of inputs yields a superposition of outputs, and the be-
haviour of the system does not change over time. Note that passive optical devices
usually exhibit these properties, including optical fibres, fibre Bragg gratings, resona-
tors and filters. A LTI system is completely characterised by its impulse response func-
tion, h(t ). This function is obtained by applying a Dirac delta function at the input,
x(t ) = δ(t ) , and observing the output, y(t ) = h(t ). Optically, the impulse response can
be thought of as the temporal amplitude response of the system when excited with an
extremely narrow optical pulse. We emphasise the term amplitude, because in optics
it is common to detect optical power, which corresponds to the time averaged, squa-
red magnitude of the impulse response function:

〈|h(t )|2〉.1 The impulse response
relates input and output through a convolution:

y(t ) = x(t )∗h(t ) =

ˆ ∞

−∞
x(u)h(u − t )du. (2.1)

By Fourier transforming the impulse response, the frequency response is obtained:

H(ν) = F {h(t )} =

ˆ ∞

−∞
h(t )exp(−j2πνt )dt . (2.2)

Here we have denoted optical frequency by ν, which is related to wavelength by ν =
c/λ, with c = 3×108 m/s the speed of light in vacuum. By Fourier transforming (2.1),
we see that spectrum of the system’s output can be calculated as:

Y (ν) = H(ν)X (ν) (2.3)

For example, the frequency response of a span of optical fibre of length L is H(ν) =
exp(−αL)exp[jβ(ν)L], where α accounts for the attenuation, and β is the propaga-
tion constant. Note that knowledge of the magnitude and phase response allows for a
simple yet complete description of complex systems, e.g. the concatenation of several
spans of fibres and filters, via equation (2.3). When performing swept laser measure-
ments and detecting the transmitted signal with a power detector, the information
that is obtained is only the squared magnitude of the frequency (or wavelength) res-
ponse, |H(λ)|2. Using a broad-band source as input and observing the output in an
optical spectrum analyser yields the same result. The impulse response can be obtai-
ned from the frequency response by an inverse Fourier transform:

h(t ) = F−1 {H(ν)} =

ˆ ∞

−∞
|H(ν)|exp

(
j∠H(ν)

)
exp(j2πνt )dν (2.4)

We have expressed H(ν) = |H(ν)|exp[j∠H(ν)] to highlight that this computation re-
quires knowledge of both the magnitude, |H(ν)|, and the phase, ∠H(ν), of the fre-
quency response. In optics, the impulse response is often encountered in terms of a
reflectogram, which is essentially

〈|h(t )|2〉.

1Time averaging here refers to low pass filtering, or averaging, of optical frequencies, like the optical
carrier and its harmonics.
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2.2. Modulation phase shift method

2.1.2. Group delay and dispersion

Group delay and dispersion are widely used to characterise optical components. These
concepts arise when we examine the transmission of a narrowband signal through a
LTI system, i.e. when using x(t ) = a(t )cos(2πν0t ) as input. By narrowband we un-
derstand that the bandwidth of A(ν) = F {a(t )} is small both compared to the carrier
frequency, ν0, and to bandwidth of H(ν), the frequency response of the LTI system.
The first constraint applies to almost any optical system, because optical frequencies
are orders of magnitude higher than the communication frequencies with which their
are modulated. The second restriction means that, within the bandwidth of A(ν), the
response of the system, H(ν), is well approximated by its first order Taylor expansion,
i.e. H(ν) = H(ν0) + (dH(ν)/dν)|ν=ν0 × (ν−ν0). If both conditions hold, the output of
the system is given by:

y(t ) = |H(ν0)|a(t −τg )cos
(
2πν0(t −τφ)

)
(2.5)

where τg is the group delay, and τφ is the phase delay. These two delays are computed
directly from the phase response of the system:

τg (ν0) = − 1

2π

d∠H(ν)

dν

∣∣∣∣
ν=ν0

τφ(ν0) = − 1

2π

∠H(ν0)

ν0
. (2.6)

Dispersion is then defined as the variation of the group delay with wavelength:

D(λ0) =
1

L

dτg

dλ

∣∣∣∣
λ=λ0

, (2.7)

where L is the length of the component. Expression (2.6) shows that group delay is
only a first order approximation to the phase response of a system at a certain wave-
length. The complete description of the system is only available through its phase and
amplitude response. This becomes apparent when characterising DWDM (Dense wa-
velength division multiplexing) components, such as optical filters with a passband
width comparable to the bandwidth of the communication signals are employed. A
group delay based analysis of such devices requires measuring the group delay in fre-
quency intervals much smaller than the bandwidth of the communication signal, and
integrating the results to obtain the phase response. Direct measurement of the opti-
cal phase thus seems to be a much more straightforward approach.

2.2. Modulation phase shift method

The modulation phase shift method produces a direct measurement of the group de-
lay of an optical component, and is widely used to determine the dispersion of optical
fibres [26]. It is based on the transmission of a narrowband signal through the DUT,
as described in section 2.1. The apparatus employed by the modulation phase shift
method is shown in figure 2.2, and consists in modulating a tunable optical carrier
with frequency ν0 with a sinusoidal radiofrequency signal with frequency fm . The
bandwidth of the modulated signal is thus 2 fm (see right hand side of figure 2.2), and
fm is adjusted to ensure that the response of the DUT can be considered linear in this

11



2. Phase and magnitude measurement techniques for passive optical devices

Modulator DUT

3dB coupler

Γ(ν )

Non reflecting fiber end

Tunable Laser

Amp
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|Γ(ν )|

∠Γ(ν ) ν ν + f mν − f m

ν ν + f mν − f m

f m

ν0

Figure 2.2.: Basic setup for group delay measurement using the modulation phase
shift method.
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Reference arm

Figure 2.3.: (a) Schematic setup for OFDR and (b) spectrum of the photocurrent.

bandwidth. The test signal is reflected by (or travels through) the DUT, and is detected
by a photodiode, that recovers the radiofrequency envelope. A vector network analy-
ser is used to measure the phase shift, ∆φ, of the reflected envelope with respect to
the modulating signal, from which the group delay of the device at ν0 can be calcu-
lated as τg =∆φ/(2π fm). A phase characterisation of the device can only be achieved
by measuring the group delay at several optical frequencies νi and integrating the re-
sults. While this yields excellent results in broadband devices such as spans of optical
fibre, it is less optimum for the characterisation of narrowband devices [28], because
many time consuming measurements must be taken.

2.3. Coherent Optical Frequency Domain Reflectometry

Coherent optical frequency domain reflectometry (OFDR) is a fully optical technique
for amplitude and phase characterisation of passive photonic components, which has
been developed over the last few decades [31, 44]. Commercial instruments based on
OFDR are available since around 2003 from Luna technologies [45] and others, and
achieve insertion loss and return loss accuracies of ±0.15dB and a group delay accu-
racy of ±0.25ps. OFDR consists in recording the wavelength swept interference of a
reference beam and the signal reflected from (or transmitted through) the DUT. Upon
Fourier transformation of this interference signal, the complete device characteristics
can be extracted. In the next section we will examine operation of OFDR more closely,
but, for the sake of clearness, we will first skip some practical restrictions, to which we
will come back in section 2.3.2.

2.3.1. Basic operation of OFDR

Figure 2.3(a) illustrates a fibre based OFDR setup operating in reflection, where we
are interested in determining the complex reflectivity of the DUT, Γ(ν). A 3dB cou-
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pler divides the light from the tunable laser source (TLS) between the DUT arm and
a reference arm which is terminated in a mirror. Both the DUT and the mirror re-
flect the light back into the coupler, from where it is directed to a photo-detector. As
the wavelength (or frequency) of the TLS is swept, the optical field incident on the
photodetector is:

ET (ν) =
Ein

2
[exp(−j2πντ) +Γ(ν)]. (2.8)

where Γ(ν) is the reflectivity of the device, the mirror is supposed to be a perfect re-
flector, and the amplitude of the TLS signal (Ein) is assumed to be constant with fre-
quency. Note that the laser sweep varies the optical frequency with time, so that ET

is actually a function of time, i.e. ET = ET (ν(t )). The delay of the reference arm with
respect to the DUT arm is τ = 2∆Lng /c, where ∆L is the extra length of the reference
arm, ng the group index of the fibre and c the speed of light in vacuum. The current
produced by the photo-detector is directly proportional to the incident optical power,
i.e., I = R

〈|ET |2
〉

, where R is the responsivity of the photodiode, so that

I (ν) = R
Pin

4
[1 + |Γ(ν)|2 + Re

{
Γ(ν)exp(−j2πντ)

}
] (2.9)

where Pin is the output power of the TLS and Re{} stands for the real part of its argu-
ment. The device’s frequency response, Γ(ν), cannot be directly obtained from I (ν).
However, upon inverse Fourier transformation of (2.9) we obtain

i (t ) = R
Pin

4

[
δ(t ) +ρ(t )∗ρ(−t ) +

ρ(t −τ) +ρ(−t −τ)

2

]
, (2.10)

where ρ(t ) is the device’s impulse response, δ(t ) is Dirac’s delta function, and ∗ de-
notes convolution. Provided that the delay τ much larger than the duration of ρ(t ), a
delayed version of the impulse response, ρ(t −τ), is well separated from all the other
terms of (2.10) [see figure 2.3(b)]. By filtering the unwanted terms, ρ(t − τ) can be
isolated, and by Fourier transforming it, the desired frequency response Γ(ν) can be
obtained.

2.3.2. Practical considerations

Let us now come back to some practical considerations on OFDR we have not taken
into account so far.

First, we are considering a completely coherent interference scheme, so that the
coherence length of the tunable laser source must be much larger than any physical
length in the setup.2 With modern lasers having linewidths below 100KHz and thus
coherence lengths of several hundred meters, this is usually not a mayor issue. Also,
in writing equation 2.8 we are assuming precise knowledge of the instantaneous fre-
quency of the TLS during the sweep. While most modern instrumentation lasers pro-
vide this information, it can also be determined with an auxiliary interferometer [44].

Furthermore, we are assuming that the polarisation states of the signals coming
from the two arms of the interferometer are aligned. In practice this may not be the

2The coherence length is directly related to the linewidth, ν∆, of the laser by Lcoh = c/(πν∆), with c the
speed of light in vacuum.
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case, because of optical fibres are generally not polarisation maintaining. Polarisa-
tion alignment can be achieved with a polarisation controller in one of the arms, or,
alternatively, a polarisation diversity receiver instead of single photodetector can be
used [31].

In the above analysis, we have not placed any restrictions on the bandwidth of the
laser sweep. The finite bandwidth of tunable lasers limits the temporal resolution
with which the impulse response, ρ(t ), can be computed. Specifically, if the measu-
rement bandwidth is ∆ν (in Hertz), the temporal resolution is limited to ∆t = 1/∆ν.
The minimum distance between two reflectors than can then be resolved is ∆z =
∆tc/(2ng ), where the factor 2 comes from the fact that the light has to travel forth
and back between the reflectors. Using the relation |∆ν| =∆λc/λ2

0 we can express this
result in terms of the laser’s wavelength span, ∆λ:

∆z =
λ2

0

2ng∆λ
, (2.11)

where λ0 is the central wavelength. With 100nm laser span, and a group index of
∼ 1.45 in fibre, a spacial resolution of about 8.3µm is achieved. In a silicon chip, where
the group index can be as high as 3.6, resolutions down to 3.3µm are possible.

Finally, the processing of the photocurrent is usually carried out with digital signal
processors, so that the current signal, I (ν), must be sampled. If the laser is swept
linearly with a speed γHz Hz/s, so that ν(t ) = ν0 +γHzt , the highest frequency in I (ν)
[Equation 2.9], comes from the exponential term and is given by γHzτ. Taking into
account that the sampling frequency has to be at least twice this frequency we find

fsample ≥ γm
4∆Lng

λ2
0

, (2.12)

where γm is the sweep speed expressed in m/s. Analysing a fibre assembly with a
30m long fibre and a 40nm/s scan requires a sampling frequency of 3MHz. A pig-
tailed photonic device, with a much shorter fibre of, say, 30cm would only require a
sampling rate of 30KHz.

2.4. Six-port technique

At microwave frequencies, a six-port is a passive device that produces linear combina-
tions of its two input waves at four output ports. By detecting the output powers, the
complex ratio, i.e. the relative magnitude and phase, of the input waves can be pre-
cisely computed [46]. Traditionally, the six-port has been used as a measurement de-
vice. In its basic configuration as a reflectometer, proposed by Engen in the 1970s [47],
it combines the incident and reflected waves from a DUT with relative amplitudes of
1.5 and 120° phase shifts at three different outputs, while a fourth output provides
a power reference. The complex ratios (amplitude and phase) between the incident
and reflected waves are referred to as six-port centres. From the power readings at
the four outputs at a single frequency the complex reflection coefficient of the DUT
at that frequency can be determined, without any frequency sweeps. This facilitates
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Figure 2.4.: Architecture of an optical six-port junction.

the use of sophisticated hardware calibration techniques, which yield reduced mea-
surement errors in spite of reflectometer hardware imperfections. More recently, the
six-port has also been used as a coherent microwave receiver [48, 49].

In 2005, an optical realisation of the sixport reflectometer, that benefits from simi-
lar calibration techniques as its microwave counterpart, was proposed [32]. A preli-
minary design on low contrast silica-on-silicon proved the feasibility of implemen-
ting an optical high-performance reflectometer. A calibration technique suitable to
the particularities of the optical domain was developed in [50], and the effects of li-
mited laser linewidth were analysed in [51]. Simulations of realistic hardware and
calibration techniques showed that a six-port based measurement system achieves
return loss accuracy of ±0.01dB and group delay errors below ±0.2ps in the charac-
terisation of a fibre Bragg grating, using a 5nm wavelength span. Hence, the six-port
technique has the potential to outperform existing OFDR techniques. This poten-
tial is strengthened by the fact that calibration accuracy improves as the size of the
six-port junction is reduced. This will be achieved by moving from a low contrast
silica-on-silicon design to a more compact silicon-on-insulator design. Just as OFDR,
the six-port technique requires polarisation alignment, or polarisation diversity de-
tection. While the latter is out of the scope of this work, we will require the six-port to
operate with both TE and TM polarisation.

We shall now analyse the six-port technique in some detail: the basic operation of
the optical sixport reflectometer is explained in section 2.4.1, and the calibration of
the device will be discussed in section 2.4.2.

2.4.1. Operation principle

Figure 2.4 shows a schematic of the six-port measurement system. The light source is
an external narrow line-width laser, which, in principle, need not be tunable. Howe-
ver, in order to be able to perform characterisation at different wavelengths, a tunable
source is of course required. Detection of the interference signals is performed with
four power detectors at the six-port outputs. The passive six-port junction is reali-
sed with a planar lightwave circuit (PLC), that provides the necessary magnitude and
phase relations between the waves incident on the DUT and reflected from the DUT.
The PLC consists of three interconnected multimode interference couplers, that split
light as illustrated on the right hand side of figure 2.4. The element labelled “WG” is a
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waveguide that accounts for the length difference between the path of the reference
signal, and the path of the signal reflected back from the DUT.3 The six ports of the
PLC are identified with circled numbers, whereas the ports numbers of the individual
couplers are indicated inside each coupler. We will denote the complex amplitude
transmission from port j to i of the complete six-port by the scattering parameter
Si j .

To understand the operation of the six-port lets us examine its four output waves,
b{3,4,5,6}. Port 4 act as a power reference, providing a sample of the input wave: b4 =
a1S41. The waves at outputs 3, 5 and 6 are a superposition of the wave transmitted di-
rectly to the output (a1S{3,5,6}1) and the wave reflected from the DUT (a1S21ΓS{3,5,6}2),
so that

b{3,5,6} = a1S{3,5,6}1 + a1S21ΓS{3,5,6}2, (2.13)

where Γ = a2/b2 is the DUT’s reflection coefficient. In defining the six-port centres as

q{3,5,6} = − S{3,5,6}1

S21S{3,5,6}2
, (2.14)

we can re-express (2.13) as:

b{3,5,6} = a1S{3,5,6}1
(
1−q−1

{3,5,6}Γ
)

. (2.15)

Note that at each output we have a directly transmitted wave and a sample of the
reflection from DUT, that is, three OFDR like outputs are generated.4 The six-port
techniques exploits the differences between these outputs to directly determineΓ, wi-
thout requiring wavelength swept measurements. In fact, by normalising the output
powers of ports 3, 5 and 6 with respect to the reference port 4 we find the equations:∣∣∣∣b{3,5,6}

b4

∣∣∣∣2

=

∣∣∣∣S{3,5,6}1

S41

∣∣∣∣2 ∣∣(1−q−1
{3,5,6}Γ

)∣∣2
, (2.16)

each of which defines a circle in the complex plane, centred at q{3,5,6} and with a radius
proportional to power measured at each six-port output. As illustrated in figure 2.5,
the intersection of these circles uniquely determines the reflection coefficient of the
DUT.

The optimum centres of a six-port reflectometer in terms of measurement preci-
sion have a magnitude of 3/2 and relative phases of 120◦ [47]. We will now analyse
how the architecture shown in figure 2.4 implements these centres. The three six-
port S-parameters that define the centres through (2.14) can be expressed in terms
of the S-parameters of the individual MMIs A, B and C, which we shall denote with
superscripts:

S{3,5,6}1 = S A
41SB

23SC
{3,4,5}2

S21 = S A
41SB

13 exp(−jθWG)

S{3,5,6}2 = exp(−jθWG)SB
41SC

{3,4,5}

, (2.17)

3This is equivalent to the τ delay between the reference arm and the DUT arm in OFDR.
4 In fact, (2.15) is analogous to (2.8), the basic equation describing OFDR.
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Figure 2.5.: Graphical representation of the reflection coefficient determination.

where exp(−jθWG) stands for the wavelength dependent phase shift introduced by
waveguide “WG”. Substitution of (2.17) in (2.14) yields:

q{3,5,6} = −
SB

23SC
{3,4,5}2

SB
13SB

41SC
{3,4,5}1

exp(j2θWG)

ideal
=

p
2exp(j2θWG + j{0, π3 , 2π

3 }).

(2.18)

Assuming ideal MMIs, the 2×3 MMI coupler C introduces exactly the required 120◦

phase shifts, while the 2× 2 MMI coupler B provides the near optimum magnitudep
2 ≈ 3/2. The behaviour of the MMI couplers will be studied in detail in section 5.2.6.

Due to the wavelength dependent phase shift θWG the centres will rotate with wave-
length at a constant speed. However, this rotation, as well as other hardware imper-
fections, is readily cancelled out by calibration.

2.4.2. Calibration

Calibration of a measurement system essentially consists in determining its systema-
tic errors at each frequency before carrying out the actual measurement, so that these
errors can be cancelled from the final results. Sophisticated calibration techniques
exist for microwave domain six-port reflectometers and were extended to the optical
regime in [50]. An exhaustive analysis and justification of this technique is out of the
scope of this work and can be found in [52]. However, the performance of the calibra-
tion technique, and consequently the accuracy of the measurements, partially relies
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2. Phase and magnitude measurement techniques for passive optical devices

on some physical properties of the six-port junction. Thus, we will briefly review the
calibration technique and point out its main requirements on the six-port hardware.

In the microwave domain, calibration of the six-port is carried out, at each mea-
surement frequency, in two steps known as W plane calibration and Γ plane calibra-
tion. W plane calibration consists in connecting five different loads whose reflection
coefficients have the same, unknown, amplitude and arbitrary, but well distributed,
phases. A sliding mirror that produces reflection coefficients Γk = exp(jk2π/5), k =
1,2, . . . ,5 constitutes an ideal calibration standard for this step. For the Γ plane cali-
bration a matched load (Γ = 0), a short circuit (Γ = −1) and a open circuit (Γ = 1) are
needed. We will now discuss how the W and Γ plane calibration can be realised in the
optical domain.

2.4.2.1. Optical W plane calibration

Optical W plane relies on a virtual sliding mirror (VSL), that is, a physically fixed
mirror connected to the DUT port with a fibre of length L f . As wavelength is va-
ried, the reflection coefficient seen through the DUT port varies according to Γ =
−exp(−j2πneffL f /λ), with neff the effective index of the fibre. Hence, five loads with
different phases and equal amplitude are easily generated by selecting a proper fibre
length and using five wavelength steps. However, these loads are only useful for W
plane calibration if the response of the six-port can be considered flat in the wave-
length range needed to generate them.

The smallest wavelength range in which the five loads can be synthesised is ulti-
mately limited by the smallest wavelength step in the system. If we assume a 10nm/s
laser sweeping speed with a 100KHz sampling, we achieve a minimum wavelength
step of δλ = 0.1pm. This means that 5 × δλ = 0.5pm are required to generate the
five phases, and the six-port response thus has to vary in a scale much larger than
0.5pm. Since the MMIs are broadband devices, the fast variations of the six-port
response only arise from Fabry-Perot cavities that form either inside the PLC or bet-
ween the PLC and the photo-detectors. The beating period of a Fabry-Perot cavity
is inversely proportional to its length, i.e. ∆λ = λ2/(2∆Lng ), and from the condition
∆λ≥ 10×0.5pm we find ∆Lng ≤ 24cm.

Clearly, cavities of this size will not form within the PLC, but rather between the PLC
and the power detectors if these were attached to the PLC with optical fibres. Thus,
it is clearly preferable to situate the power detectors very close to the chip, through
some kind of hybrid integration scheme. The fastest variations in the six-port res-
ponse will then come from the PLC itself, meaning that any size reduction of the de-
vice will result in an easier generation of the calibration loads, or a greater calibration
accuracy.

2.4.2.2. Optical Γ plane calibration

While the matched load (Γ = 0) and the short circuit (Γ = −1) are easily implemen-
ted at optical frequencies with a fibre wrapped tightly around a pencil, and a mirror,
respectively, an open circuit (Γ = 1) is harder to realise. Fortunately, the open circuit
is not needed for calibration if the reference port (port number 4) can be considered
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2.4. Six-port technique

ideal, in the sense that the output wave b4 contains no contribution from the signal
reflected back from the DUT. Well designed MMIs exhibit very low back reflections,
so that the S42 parameter of the six-port junction can be assumed to be zero; this is
confirmed by simulations of the complete junction in chapter 6. Consequently, the
main path from the DUT to the reference port is via reflection at port 1 or the ra-
diation port. The magnitude of this reflection will essentially be determined by the
quality of the anti-reflective coating deposited on the chip facet.

As shown in [50], imperfect Γ plane calibration results in spurious reflections in the
temporal response. Hence, the residual errors arising from an Γ plane imperfect cali-
bration can be cancelled by temporal gating (or filtering) of these artifacts. Of course,
this requires taking measurements with bandwidths and resolutions comparable to
those of OFDR.

2.4.3. Conclusions

The six-port technique has the potential to improve the measurement accuracy of
existing OFDR techniques, owing to sophisticated calibration techniques imported
from the microwave domain. Calibration accuracy has been shown to improve as the
size of the circuit is reduced, which makes silicon-on-insulator the preferred choice
for its implementation, since this platform allows for drastic size reduction compa-
red to more established silica-on-silicon technologies. Being an interferometric tech-
nique, the six-port has to be able to handle both TE and TM polarised light, since the
DUT may, in principle, rotate the polarisation state.
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3
Silicon on Insulator Technology

DESIGNING practical devices requires a basic knowledge of the process by which
they are made. Thus, here we will briefly study the general fabrication process

of silicon on insulator waveguide devices (section 3.1), as well as the limitations that
this process imposes on device geometry (section 3.2). In sections 3.3 and 3.4 we
will analyse the advantages and drawbacks of the two light-guiding paradigms in SOI:
silicon wire waveguides, which have a guiding region of only 250nm× 500nm, and
micrometre scale rib waveguides, with a size of around 2µm×2µm. The latter will be
chosen for the realisation of the six-port.

This chapter aims to give a basic overview of silicon-on-insulator technology, so
that a reader who is already familiar with it, may want to proceed directly to section
3.4.

3.1. Waveguide fabrication

Silicon-on-insulator waveguides are defined on wafers, which have typical diameters
between 100mm and 200mm and are composed of three layers, as illustrated in figure
3.1(a). The substrate solely provides mechanical support, with no light propagating

Silicon (Si) substrate around 1 mm

around 1 µm

H = 0.2 – 10 µm
Silicon (Si) guiding

layer, n g = 3.476

Silicon dioxide (SiO2)
insulating layer, n s = 1.444

y

x

(a) Cross section of a SOI wafer.

DH W

(b) Etched rib waveguide.

Figure 3.1.: (a) Cross-section of an unprocessed wafer and (b) finished rib waveguide
on SOI. Material refractive indexes are given at λ= 1.55µm.
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3. Silicon on Insulator Technology

through it. Light is guided by the top silicon layer, the middle silicon dioxide layer
or bottom oxide (BOX), and the cladding, which may be air, silicon dioxide or a po-
lymer such as benzo-cyclo-butene (BCB) and SU-8. The refractive index of silicon is
much higher than that of silicon dioxide and the cladding, so that light is confined
by internal reflection. This guiding mechanism is only effective if the BOX layer is
thick enough to act as an optical insulator; otherwise light would leak into the sub-
strate, causing losses. For photonic applications silicon layer thicknesses between
220nm and 10µm are typically used; the thickness uniformity of this layer is around
±5% [53]. The thickness of the BOX layer ranges between 0.5µm for silicon layers with
a thickness of several micrometers, up to 2µm or 3µm for silicon wires.

While the top silicon layer naturally provides confinement in the vertical (y) direc-
tion, confinement in the horizontal (x) direction is achieved by selectively removing
(or etching) material. This generally results in a rib waveguide structure as shown in
figure 3.1(b), where the silicon layer has been partially etched to a depth D , and a sili-
con dioxide cladding, which acts as protection, has been added. In order to avoid et-
ching large areas of silicon, waveguides are usually defined by etching trenches along
them instead of removing all the silicon that does not guide light. The basic steps
involved in the fabrication of this structure are depicted in in figure 3.2, and will be
succinctly described in the following.

1. The pattern is first written on a high resolution mask plate.

2. The wafer is spin-coated with a layer of photo-sensitive resist.

3. The pattern is transferred optically (by illumination with light) from the mask
plate to the photo-resist [figure 3.2(a)].1 This process is called optical lithogra-
phy. Usually the pattern is smaller than the wafer, so that after an exposure, the
spot can be moved (or stepped) and the pattern can be repeated. The machine
that performs this task is called a stepper.

4. The photo-resist is then developed, and the exposed area is chemically remo-
ved. Hence, only the silicon under the remaining photo-resist is protected [fi-
gure 3.2(b)].

5. The silicon is then attacked either with an ionised gas in a reactor (reactive ion
etching) or by submerging the chip in an acid (wet etching), so that the material
that is not protected by photo-resist is etched away [figure 3.2(c)]. The main
difference between the two etching techniques is the sidewall angle, which is
vertical in the case of reactive ion etching, and approximately 54.74° in the case
of wet etching [55]; this is further discussed in chapter 4.

6. Finally, the resist is removed [figure 3.2(d)] and a protective layer is added on
top of the structure [figure 3.2(e)].

If a second etch depth is required, the above process has to be repeated, thus signifi-
cantly increasing fabrication complexity and costs. This is why designs that rely only
on a single etch depth are preferable.

1Other transfer techniques such as contact lithography or electron beam lithography exhibit advanta-
geous characteristics such as higher resolution, but are not suited for high volume production [54,
Ch. 7].
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z

Mask

Photoresist

(a) Lithography

H

(b) Develop photoresist

H −D

(c) Reactive ion etching

H −D

(d) Rinse photoresist

H −D

(e) Deposit cladding

Figure 3.2.: Basic steps in SOI waveguide fabrication.

3.2. Fabrication tolerances and limitations

When designing a device, it is crucial to take into account the limitations of the pro-
cess by which it will be fabricated. In this section we will describe these limitations
and their effect on waveguide geometry.

Lithographic resolution Lithography is performed by illuminating the photo resist
with an ultraviolet light sources. The wavelength which is employed thus fun-
damentally limits the smallest feature that can be faithfully reproduced.

ARDE (Aspect ratio dependent etching) Etching of grooves with different aspect
ratios, as illustrated in figure 3.3(a), yields different etch depths [54, Ch. 7]. This
phenomenon occurs because less etch gas enters the smaller opening of the
narrow groove, thus reducing its etch depth. When placing two parallel wave-
guides close together, this results in a reduced etch depth in the gap between
them [see figure 3.3(b)]. This effect, which is also known as microloading, can
become critical, since it increases unwanted coupling between the waveguides.

Dishing When not etching fully through the silicon layer, i.e. when D < H , the etch
depth decreases slightly close to the waveguides, as illustrated in figure 3.3(b).
While this can be controlled to below 10% of the etch depth, it has to be taken
into account when specifying etch depth for fabrication.

Sidewall angle Reactive ion etching usually results in sidewalls with an angle of around
1° (see figure 3.3(b)). This translates into devices with a slightly increased effec-
tive width.
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(a) Aspect ratio dependent etching.
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(b) Two parallel rib waveguides, with ARDE,
dishing and non-vertical sidewalls.

Figure 3.3.: Effects of different fabrication impairments on waveguide geometry.

Figure 3.4.: Basic geometry of a silicon wire waveguides and its fundamental TE
and TM modes.

Etch depth tolerances Etch depth will exhibit variations both on different spots on
the wafer, as well as from one fabrication run to the next. These need be taken
into account in the device design to optimise yield.

Lateral device dimensions Device length and width also experience slight devia-
tions as a combined result of limited lithographic resolution and non-ideal et-
ching. Again, these variations have to be considered during the design phase.

Some typical tolerance values are given in sections 3.3 and 3.4 for silicon wire and
micrometric rib waveguides, respectively.

3.3. Silicon wire waveguides

Silicon wire waveguides have a very small core of typically 250nm× 500nm, which
ensures that the waveguides are always vertically single-moded. Consequently they
are usually completely etched, i.e. D = H , to optimise lateral confinement. The defi-
nition of waveguides this small requires deep ultraviolet (DUV) lithography, with an
illumination wavelength of 193nm or 248nm. The pattern is then transferred to the
silicon with reactive ion etching. Since the waveguides are completely etched, with
the BOX acting as an etch-stop layer, etch depth tolerances and dishing effects are
usually not an issue. If a second shallow etch step is used, they do, however, become
of importance. The smallest feature size that can be faithfully reproduced with state
of the art 193nm lithography is between 120nm and 150nm [56, 57].
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Figure 3.5: Coupling TE po-
larised light into a silicon wire
waveguide with a grating cou-
pler.

Figure 3.4 shows the TE and TM modefields in a silicon-wire-waveguide, which
have a size of only a few hundred nanometres. On the other hand, the mode field
diameter of an optical fibre is around 10µm, so that direct butt-coupling of a fibre to
the waveguide would yield very high coupling losses. One solution to this problem
is the use of inverse tapers [58], which increase the size of the waveguide mode field
by reducing the confinement. However, these structures require stringent fabrication
control of the taper tip. A widely used alternative are grating couplers [59, 60], which
scatter the light out of the waveguide plane into an optical fibre situated above the
chip, as shown in figure 3.5. However, these couplers only operate with either TE or
TM polarisation. Coupling losses of less than 2dB have been reported using special
fabrication steps [61], but standard couplers exhibit losses of around 5dB and a 3dB
bandwidth of 60nm [57].

The strong lateral confinement of silicon wire waveguides allows for the use of ben-
ding radii as low as 5µm [62]. On the other hand, the small waveguide cross-section
also imposes very different boundary conditions for the TE and TM modes (see figure
3.4). This generates a strong polarisation dependence, both in terms of polarisation
dependent losses and fibre to chip coupling [63]. While low polarisation dependence
can, in principle, be implemented with 2D gratings and polarisation diversity tech-
niques, this is a topic of ongoing research at the time of writing [64]. Since we want
the six-port circuit to operate at both polarisations, silicon-wire waveguides were not
deemed the most adequate choice at the time of design. Nonetheless, chapter 9 is
devoted to the design of a single etch step fibre-to-chip coupling grating in silicon-
wires.

3.4. Micrometric rib waveguides

A rib geometry as shown in figure 3.1 is typically used for micrometre scale SOI wave-
guides, because if D < H/2 the waveguide is vertically single-moded despite the large
waveguide height (see section 4.2). With dimensions ranging from ∼ 1.5µm×1.5µm
to ∼ 4µm× 4µm, these waveguide can be defined with standard i-line lithography,
with an illumination wavelength of 365nm. The minimum feature size is then ap-
proximately 0.4µm [54,65, Ch. 7]. Since the silicon layer is not completely etched, the
etch depth is not controlled by the BOX, so that tolerances of around ±0.1µm arise.
Device width can typically be controlled down to ±0.1µm. In principle, both reactive
ion etching and wet etching can be used for the definition of the waveguides, yielding
rectangular and trapezoidal rib waveguides, respectively.

Due to the relatively large waveguide size, the shapes of the TE and TM polarised
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3. Silicon on Insulator Technology

Figure 3.6.: Fundamental TE and TM modes of a singlemode SOI rib waveguide
with H = 1.5µm, D = 0.7µm and W = 1.3µm.

Figure 3.7: Butt coupling bet-
ween a lensed fibre and a micro-
metric rib waveguide.

modes are rather similar, as shown in figure 3.6. As a consequence, devices with a low
polarisation sensitivity are readily achieved [66, 67]. However, in choosing a shallow
etch depth (D < H/2) for single mode operation, lateral confinement is sacrificed, so
that the waveguides can only be bent with radii of several hundred microns, unless a
second, deep etch is used for the curves [68]. Light is coupled into the chip by sim-
ply butt coupling a lensed fibre to the waveguides, which are widened at the facets
to improve the modal overlap (see figure 3.7). Coupling losses depend on the curva-
ture radius of the fibre lens as well as the waveguide size, but are virtually wavelength
independent.

Owing to the low polarisation dependence and the straightforward coupling scheme,
micrometric rib waveguides were chosen for the implementation of the six-port junc-
tion. Fabrication was carried out at the Canadian Photonic Fabrication Center (CPFC)
[69] on a commercial SOI wafer with a 1.5µm thick silicon layer and 1µm thick bot-
tom oxide. The devices were coated with a SiO2 passivation and cladding layer with a
thickness of about 0.5µm.
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Waveguide design

WAVEGUIDES are the natural starting point for the design of the sixport junction.
In this chapter, we will consider both rectangular and trapezoidal waveguides

(section 4.1), and will study their single-mode behaviour (section 4.2) and curvature
losses (section 4.3). The fabrication tolerance analysis carried out in section 4.4 will
reveal that, for the same dimensional variations, rectangular waveguides offer tighter
bending radii, and will thus be used in the sixport. Based on the results of the tole-
rance analysis, the design of the waveguide dimensions is then described in section
4.5. The problem of waveguide coupling is analysed in section 4.6, both in terms of
two parallel waveguides maintaining a high extinction ratio (all the power in one wa-
veguide), and maintaining a low imbalance (equal power in both waveguides), the
latter of which is actually more critical. Finally, a simple design rule for s-bends is
derived (section 4.7) and conclusions are drawn.

4.1. Introduction

The general waveguide geometry for rectangular and trapezoidal rib waveguides is
shown in figure 4.1. H stands for the silicon layer height, h for the height of the lateral
slab, and D for the etch depth, so that D + h = H . The sidewall angle θ depends on the
etch technique used to partially remove the silicon layer. Dry etching uses ion bom-
bardment to etch away the silicon, yielding rectangular ribs (θ = 90◦), whereas wet or
chemical etching produces sidewalls along one of the crystalline planes of silicon, so
that θ = arctan

p
2 ≈ 54.74°. We shall denote the upper width of the trapezoidal wa-

veguide by Wu to distinguish it from the width of the rectangular waveguide, W . The
the lower rib width (Wl ) of the trapezoidal waveguide is related to the top width by:

Wl = Wu +
2D

tanθ
(4.1)

Assuming that the silicon layer height (H) is fixed, we wish to design the waveguide
cross-section, i.e. the width W , etch depth D , and the curvature radius R, so that:

1. Single mode operation is achieved and

2. The bending radius is as small as possible.
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Figure 4.1: Geometry of the wave-
guide curves, with refractive indexes at
λ= 1.55µm. θ is either 90◦ or 54.74◦.

Wl

θ
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We q

He q h
Ae q

h

Figure 4.2.: Equivalent rectangular waveguide according to Marcatili’s method.

The reduction of the curvature radius is limited by the insertion losses of a 90° turn,
which we will require not to exceed 0.2dB. We will find that in the single mode region
fabrication tolerances have a strong impact on the curvature losses of both rectan-
gular and trapezoidal waveguides, so that they need be incorporated into the design
process.

4.2. Single mode operation

The single mode condition for rectangular rib waveguides (Wu = Wl = W ), was esta-
blished by Soref in [70], and basically sets an upper limit for the waveguide width and
etch depth:

W

H
≤ 0.3 +

h
H√

1−
(

h
H

)2
(4.2)

D

H
≤ 1

2
(4.3)

While it has been recently found that there are some combinations of D and W which
should yield single-mode waveguides according to these expressions and neverthe-
less seem to support higher order modes [71], Soref’s formulae can still be used as a
basis of design [72]. Furthermore, in most practical applications, waveguides have to
be curved, so that higher order modes would be filtered.

In [73] it was shown that trapezoidal waveguides with θ = 54.74° exhibit the same
single mode behaviour as Marcatili’s equivalent rectangular waveguides. Marcatili’s
method is illustrated schematically in figure 4.2, and consists in replacing the tra-
pezoidal waveguide with a rectangular waveguide that has the same width to height
ratio (W /H = Weq /Heq ) and the same area under the rib (A = Aeq ). This yields the
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4.3. Curvature losses

(a) TE, straight waveguide. (b) TE, R = 300µm. (c) TM, R = 300µm.

Figure 4.3.: Fundamental mode fields of a straight and a bent waveguides for TE
and TM polarisation (H = 1.5µm, D = 0.7µm, W = 1.3µm, λ= 1.55µm).

(a) TE, straight waveguide. (b) TE, R = 900µm. (c) TM, R = 900µm.

Figure 4.4.: Fundamental mode fields of a straight and a bent trapezoidal waveguides
for TE and TM polarisation (H = 2.2µm, D = 1.1µm, Wl = 2.1µm, λ= 1.55µm).

following dimensions for the equivalent waveguide:

Weq =

√
W 2

l − Wl

H

D2

tanθ
(4.4)

Heq =

√
H 2 − H

Wl

D2

tanθ
. (4.5)

Introducing (4.4) and (4.5) in (4.2), with θ = 54.74◦, the single mode condition for tra-
pezoidal waveguides becomes

Wl

H
≤ 0.3 +

h
H√

1−
(

h
H

)2
−

(
1− h

H

)2

Wl
H

p
2

=
Wl ,max

H
, (4.6)

together with (4.3).

4.3. Curvature losses

The insertion losses of a 90° bend are made up of transition losses and pure bending
losses. Transition losses occur at the junction of the straight waveguide and the bent
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Figure 4.5.: Effective indexes of a rectangular rib waveguide.

waveguide, because their mode fields are dissimilar. This is illustrated in figure 4.3
for a rectangular waveguide and figure 4.4 for a trapezoidal waveguides. Note that the
mode fields of curved waveguides slightly “skid” out of the curve, and that this effect is
much more pronounced for TE than for TM polarisation. If reflections are negligible,
the transition losses that result from the mode field deformation can be computed as:

LT[dB] = −10log10
|〈ΨB ,ΨS〉|2

|〈ΨB ,ΨB 〉| |〈ΨS ,ΨS〉|
(4.7)

where 〈ΨB ,ΨS〉 is the overlap integral between the mode fields of the bent waveguide
and the straight waveguide, which can be defined as:

〈ΨB ,ΨS〉 =
1

2

Ï
Ω

(
ES ×H∗

B + E∗
B ×HS

) · ẑdΩ, (4.8)

withΩ the waveguide’s cross section. Pure bending losses arise from the leaky nature
of the bent mode, which radiates part of its power outwards the curve; this is clearly
visible in figure 4.3(b). Pure bending losses can be calculated directly from the mode
attenuation constant α, and for a 90◦ turn they are given by:

L90◦

[
dB

90◦

]
= −20log10

(
exp

(
−π

2
Rα

))
≈ 13.64Rα, (4.9)

where R is the radius of curvature. A rigorous calculation of α requires a full-vectorial
mode solver for bent waveguides and PML boundary conditions. For a preliminary
analysis Marcuse’s approximation is useful, because even on high index contrast wa-
veguides it gives a good estimation of the attenuation constant of the fundamental
mode of a bent rectangular rib waveguide [74]:

α =
1

2

α2
y

k3
0 N

(
1 +αy

W
2

) k2
y(

N 2
2 −N 2

1

) exp(αyW )exp

(
−

2α3
y

3N 2k2
0

R

)
(4.10)

where αy = k0

√
N 2 −N 2

1 , ky = k0

√
N 2

2 −N 2, k0 = 2π
λ , and N1, N2 and N are the effec-

tive indexes defined in figure 4.5.
From the designers point of view, the parameter of interest are the total bending

losses along a 90◦ turn, which are the sum of the pure bending losses and the transi-
tion losses at each interface:

LB [dB] = L90◦ + 2LT (4.11)
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Figure 4.6.: Variation of the pure bending losses of the fundamental quasi-TE mode
with (a) curvature radius, R, and (b) the rib width, W , and etch depth, D. The
waveguide is rectangular and has a silicon height of H = 1.5µm.

For the waveguides considered in this work, TM polarised modes always exhibit
lower bending losses than TE polarised modes, so we will focus our analysis on the
latter. While the modes of a bent waveguide are, generally speaking, hybrid in nature
[75], our full vectorial simulations showed that for the radii of curvature of interest the
modes remain quasi-TE or quasi-TM and virtually no polarisation coupling occurs.

Let us now analyse how bending losses depend on the geometrical parameters of
the waveguide, namely curvature radius (R), waveguide width (W ) and etch depth
(D). Figure 4.6(a) shows the pure bending losses of a rectangular rib waveguide as
a function R. While for R > 400µm the losses are virtually zero, they increment ex-
ponentially for lower radii. A good agreement between the semi-analytical Marcuse
approximation and the simulated losses is observed. In figure 4.6(b) the curvature ra-
dius is kept constant and the waveguide width and etch depth are varied around the
maximum values that allow for singlemode operation according to Soref’s conditions
(4.2) and (4.3). It is apparent that the waveguide width has only a moderate impact
on curvature losses, whereas etch depth reduction is critical, especially in the single
mode region: a decrement of 100nm can results in an increase of pure bending losses
of around 2.5dB. Given the high sensitivity of the curvature losses to the dimensions
of the waveguide, in the next section we carry out a comprehensive tolerance analysis,
for both rectangular and trapezoidal waveguides.

4.4. Fabrication tolerance analysis

In this section we rigorously analyse the effects of fabrication tolerances in a practical
waveguide design and compare the performance of rectangular and trapezoidal rib
waveguides. The study presented in this section was carried out for a substrate height
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4. Waveguide design

of H = 2.2µm. However, its conclusions extend directly to the silicon height of H =
1.5µm that was used in the final design. For the tolerance analysis in this section we
shall consider the following specifications:

• single mode waveguide with minimum bending radius.

• total losses per 90◦ turn must not exceed 0.2dB (LB ≤ 0.2dB).

• silicon layer height: H = 2.2µm

• tolerances: ±10% in upper rib width (W ) and ±0.1µm in etch depth (D).

As a reduced bending radius is desired, waveguide dimensions are chosen at the limit
of the single mode condition, i.e., we use the maximum etch depth and the maximum
waveguide width allowed for this etch depth. This yields D = 1.1µm, W = 1.93µm for
the rectangular waveguide and D = 1.1µm, Wl = 2.12µm (→Wu = 0.56µm) for the tra-
pezoidal one. However, if fabrication tolerances are taken into account, these dimen-
sions no longer ensure single-mode behaviour, and more restrictive values have to be
chosen, so that the waveguides remain single-moded even in a worst case. The nomi-
nal dimensions are thus: Dnom = (1.1−0.1)µm = 1µm, Wnom = (1.93/1.1)µm = 1.75µm
and Wu,nom = (0.56/1.1)µm = 0.51µm. When this waveguide is fabricated, its dimen-
sions will lay somewhere within the domain defined by all the possible combinations
of variations of either the waveguide width, or the etch depth, or both of them. The-
refore we have to calculate the minimum bending radius (MBR) of nine different rec-
tangular and nine different trapezoidal waveguides in order to carry out a tolerance
analysis. The determination of the MBR in turn may require a large number of si-
mulations to find the radius that exactly matches the specified level of losses. This
is why we use the following strategy to calculate the MBR with a reduced number of
simulations.

1. The total losses are divided equally between transition losses and pure bending
losses; this division will be justified later on. In our design example this means:
L90◦ = 0.1dB and LT = 0.05dB, because the latter occur twice (4.11).

2. In order to obtain an approximation of the MBR, the pure bending losses are
first estimated as a function of the curvature radius by means of (4.10) and (4.9).
In this way the curvature radius that yields the pure bending losses established
in step 1) serves as an initial guess of the MBR. Note that, because (4.10) is ana-
lytical, the pure bending losses can be calculated in a wide range of curvature
radii with negligible computational cost, so that it is easy to find the region of
interest. This is illustrated for the trapezoidal waveguide with nominal dimen-
sions in figure 4.7, where the estimated MBR is about 1600µm. In this case, the
waveguide was first converted into its equivalent rectangular waveguide, using
(4.4) and (4.5).

3. In order to obtain the accurate mode attenuation constant (α) and the bent
mode profile in the region of interest, the real waveguides (not the equivalent
ones) are then simulated with about four or five different curvature radii around
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Figure 4.7: Estimation of the MBR
using Marcuse’s approximation (trape-
zoidal waveguide with nominal dimen-
sions).

the initial guess obtained in step 2). Without this starting point, it can be a ra-
ther cumbersome task to find the correct radius by means of simulations. In
this step the Fimmwave mode solver1 for bent waveguides with 5µm thick late-
ral PML boundary conditions has been used.
The software is based on the Film Mode Matching technique [76], which makes
it particularly suitable for the analysis of the rectangular rib waveguides, be-
cause these only need be divided into three vertical slices. On the contrary, in
the case of the trapezoidal rib waveguides, it is necessary to finely discretise
the slated sidewalls, which combined with the use of the complex solver makes
simulations quite lengthy.

4. Expression (4.9) is then used to calculate the pure bending losses from the si-
mulated mode attenuation constant, and the transition losses are obtained from
the simulated mode fields by means of (4.8) and (4.7).
In order to facilitate interpolation, the pure bending losses per 90◦ turn are then
fitted to the model:

L90◦ [dB] = aR exp(−bR) (4.12)

where a and b are degrees of freedom; this model is easily deduced from (4.10)
and (4.9). Transition losses are simply fitted to a straight line.

5. Figure 4.8 shows that a good fitting of both types of losses is achieved, so that
the total losses can be obtained by just adding up the fitted curves of pure ben-
ding losses and transition losses. The minimum bending radius is then easily
determined for range of total losses; in our example it is 1740µm.
Note that for this radio the pure bending losses are slightly above 0.1dB, whilst
the transition losses are a little bit lower than 0.05dB, but the equal division
which was assumed in step 1) is a good approximation. We found that it also
works fine with other substrate heights: for two rectangular rib waveguides
with H = 3.5µm and H = 5µm the initial guesses obtained in step 2) are 3350µm
and 8000µm, and simulations yield MBRs of 3400µm and 8200µm, respectively.
Anyhow, if a different division is made in step 1), the estimated radio does not

1Fimmwave is a product by Photon Design: www.photond.com
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Figure 4.8: Fitting of pure bending
losses and transition losses, and deter-
mination of the MBR for the trape-
zoidal waveguide with nominal dimen-
sions.

Figure 4.9: Variation of the
MBR as a function of fabri-
cation tolerances for rectangu-
lar and trapezoidal rib wave-
guides.

change substantially (see figure 4.7), so that the initial guess is still good enough
and only a few more simulations would be necessary.

Repeating this strategy for the remaining 17 waveguides, we finally obtain the chart
shown in figure 4.9, which summarises the dependence of the MBR on the fabrica-
tion tolerances. From this figure it is clear that the minimum bending radius of both
rectangular and trapezoidal single-mode waveguides is extremely sensitive to etch
depth variations. The MBR of the former increases with about a factor 1.5 each time
the etch depth is reduced in 0.1µm, and in nearly a factor 2 for the latter. The rec-
tangular waveguides seem to be more sensitive to width variations than the trapezoi-
dal waveguides, but they always support lower curvature radii than their trapezoidal
counterparts with the same etch depth. Another important conclusion is that the de-
sign has to be carried out in a worst case, i.e., radii of 2870µm and 3860µm would
have to be chosen for the rectangular and trapezoidal waveguides respectively. This
is because although not shown in figure 4.9, if the MBR for the nominal dimensions
were chosen and the fabricated waveguide had an etching 0.1µm shallower than ex-
pected (i.e. 0.9µm instead of 1.0µm), pure bending losses would augment up to 5dB,
which is far beyond the loss specifications.

Three main conclusions can be drawn from this analysis:

34



4.5. Waveguide design for H = 1.5µm

800 850 900 950 1000 1050 1100
0

0.05

0.1

0.15

0.2

R (µm)

Lo
ss

es
 (

dB
)

 

 
L

90º

L
T

L
B

(a) W = 1.3µm

800 850 900 950 1000 1050 1100
0

0.1

0.2

0.3

0.4

0.5

R (µm)

Lo
ss

es
 (

dB
)

 

 
L

90º

L
T

L
B

(b) W = 1.2µm

Figure 4.10.: Total bending losses as a function of curvature radius for H = 1.5µm,
D = 0.6µm.

• For the same total curvature loss specification rectangular waveguide support
smaller curvature radii than their trapezoidal counterparts.

• The minimum bending radius is very sensitive to etch depth, increasing in a
factor of about 1.5 per 0.1µm decrement in etch depth. Hence, the curvature
radius has to be designed for the shallowest expected etch depth.

• As a consequence of the etch depth sensitivity, choosing a shallow etch depth,
that ensures single-mode behaviour in the full tolerance range, results in large
curvature radii.

4.5. Waveguide design for H = 1.5µm

Since rectangular waveguides offer smaller curvature radii than trapezoidal wave-
guides, the former are chosen for the design of the sixport. Furthermore, a sub-
strate height of H = 1.5µm is adopted to allow for smaller curvature radii. The ex-
pected fabrication tolerances in the reactive ion etching process are ∆D = ±0.1µm
and ∆W = ±0.1µm.

For the substrate height of H = 1.5µm, the maximum allowed etch depth and width
for single-mode operation are D = 0.75µm and W = 1.32µm according to (4.2) and
(4.3). The nominal width is set to Wnom = 1.3µm. To achieve a reasonably small cur-
vature radius, we choose the nominal etch depth as Dnom = 0.7µm, even though this
means that strict single-mode operation will not be ensured in the complete tolerance
range. This is because for the maximum expected etch depth Dmax = 0.7µm + |∆D| =
0.8µm the single mode condition (4.3) is violated; we will analyse this in more detail
below. On the other hand, the bending radius has to be designed for the minimum
etch depth Dmin = 0.7µm−|∆D| = 0.6µm. The total curvature losses (LB ) for this etch
depth are shown in figure 4.10. A nominal radius of Rnom = 900µm is a reasonable
choice, since it yields total losses below 0.1dB for a waveguide width of W = 1.3µm
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(a) TM21: L90° = 0.11dB (b) TE1,3: L90° = 39dB (c) TM1,3: L90° = 44dB

Figure 4.11.: Higher order modes for H = 1.5µm, D = 0.8µm, W = 1.4µm, R =
900µm.

[figure 4.10(a)], which increase to about 0.25dB in the worst case of a 1.2µm wide
waveguide [figure 4.10(b)]

Since we have chosen nominal dimensions that do not ensure single-mode beha-
viour for all possible combinations of fabrication tolerances, we need to examine
the behaviour of higher order modes in the worst case, that is D = Dmax = 0.8µm
and W = Wmax = 1.3µm + |∆W | = 1.4µm. The higher order modes supported by a
waveguide with these dimensions are shown in figure 4.11 for a curvature radius of
Rnom = 900µm. The mode fields in the straight waveguide do not differ appreciable
from those of figure 4.11. The TE1,3 and TM1,3 in figures 4.11(b) and (c) exhibit strong
leakage into both sides of the slab waveguide and exhibit around 40dB of propaga-
tion losses per 90° turn. This means that even if they were excited, they would be
strongly attenuated and would not interfere in the practical operation of the wave-
guide. The TM2,1 mode shown if figure 4.11(a) is more critically since it is not leaky
in a straight waveguide and exhibits only reduced curvature losses of 0.1dB per 90°.
Consequently, in a worst case scenario this mode could potentially propagate with
low losses. However, if the waveguide width is nominal (Wnom = 1.3µm) the TM2,1

suffers an attenuation of L90° = 15dB per 90° turn, even if the etch depth is maximum
(Dmax = 0.8µm). In fact, in the practical measurements described in section 8.4 no
higher order mode effects were observed.

4.6. Waveguide coupling

Two parallel waveguides support a pair of even and odd supermodes, as shown in fi-
gure 4.12 for a rib waveguide. When light is launched in only one of the waveguides,
both supermodes are excited. Since these modes have slightly different propagation
constants, their relative phase changes as they propagate, and energy is transferred
between the two waveguides, i.e., directional coupling occurs. Generally, the inter-
connecting waveguides in a integrated optical circuit have to be decoupled, i.e., po-
wer transfer between them should be negligible. Specifically, for two parallel wave-
guides this means that:

1. They have to maintain a high extinction ratio: if is light is launched in only one
of the waveguides, the amount of light that couples into the other waveguide
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(a) Even TE supermode. (b) Odd TE supermode.

Figure 4.12.: Supermodes of two straight parallel waveguides with H = 1.5µm,
D = 0.6µm, W = 1.2µm.
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Figure 4.13.: Schematic representation of waveguide coupling calculations.

must be negligible. Let us denote by Pi n the power launched into one of the
waveguides, and by PC the power coupled into the other waveguide after a cer-
tain propagation distance. We may then define the coupling between them as

C = PC /Pi n . (4.13)

2. They must keep the power balance: if an equal amount of light is launched
into both waveguides, as will typically be the case at the output of an MMI,
the power imbalance due to waveguide coupling must also be negligible. If the
same power is launched into two waveguides and after a certain propagation
distance the powers in waveguides 1 and 2 are P1 and P2, the imbalance due to
waveguide coupling is

u = P1/P2. (4.14)

We can study these two situations assuming that the waveguides are weakly coupled.
In this case, and referring to figure 4.13, when two fields of amplitude a1 and a2 are
launched into each of the waveguides, the field amplitude along each of the wave-
guides is given by [77, Ch. 2.6.3]:

A1(z) = exp(jβ̄z)

[
a1 cos

(
π

2

z

Lπ

)
+ ja2 sin

(
π

2

z

Lπ

)]
A2(z) = exp(jβ̄z)

[
a2 cos

(
π

2

z

Lπ

)
+ ja1 sin

(
π

2

z

Lπ

)], (4.15)
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(a) (b)

Figure 4.14.: (a) Power coupled from one waveguide to the other. (b) Power ex-
change between two waveguides with identical initial power.

where β̄ = (βeven +βodd)/2, Lπ = π/(βeven −βodd), and βeven and βodd are the propa-
gation constants of the even and odd supermodes of the two parallel waveguides.
Generally, we denote the length of the two parallel waveguides by LP , and their centre
to centre separation by s.

To analyse situation 1, we set a1 = 1 and a2 = 0 in (4.15), so that Pi n = |a1|2 = 1
and PC = |A2(z)|2. The evolution of the power in each waveguide is shown in figure
4.14(a), from where it is clear that a coupling lower than −30dB is maintained for
electrical lengths LP /Lπ < 0.03. To analyse situation 2, where both waveguides carry
equal power, we set a1 = 1/

p
2 and a2 = −j/

p
2 in (4.15), because this emulates the

90° phase shift that is present at the output of a 2× 2 MMI (see section 5.2.6). The
power in each waveguide is simply P1 = |A1(z)|2 and P2 = |A2(z)|2, which is plotted in
figure 4.14(b). Note that a rather high imbalance of around 0.6dB for is obtained for
∆̄βLP = 0.03, even though the same waveguides yielded a low coupling (C < −30dB)
in situation 1. Clearly the coupling in situation 2 is more critical than the coupling in
situation 1.

From (4.15) it is straightforward to establish a relation between the coupling (C ) of
situation 1, and the imbalance (u) in situation 2:

u =
|A2|2
|A1|2

=
1− sin(πLP /Lπ)

1 + sin(πLP /Lπ)
≈ 1−2

p
C

1 + 2
p

C
≈ 1−4

p
C , (4.16)

the approximation holding for
p

C ¿ 1. This means that to achieve an imbalance
better than 0.1dB one has to design the waveguide so that the extinction ratio is better
than C = (1−u)2/16, which yields −45dB.

To design two uncoupled interconnecting waveguides, we simply have to choose
a centre to centre separation (sI ) between them that ensures C < −45dB over a pro-
pagation distance LP larger than the lengths we expect in our final circuit. Coupling
increases appreciable as etch depth is reduced, so the design has to be carried out
for the shallowest expected etch depth, which is D = 0.6µm in our case. We used full
vectorial 3D simulations of the supermodes in Fimmwave to determine the neces-
sary separation, and found that sI = 10µm is sufficient to produce negligible coupling
(C = −47dB) over a length LP = 3cm.
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Figure 4.15.: Schematic top view of a s-bend.

4.7. Design of the S-bends

S-bends are required in several parts of the circuit to separate waveguides, mainly at
the input and the output of the MMIs, to avoid coupling between them, and at the
chip facets, to allow easy access with butt-coupled fibres, detectors, etc. We shall
consider the s-bends to have to same width (W ) and etch depth (D) as the intercon-
necting waveguides, because they are used only with these waveguides.

A top view of a s-bend is schematically shown in Fig. 4.15, with its shape given by
the function s(z) defined as:

s(z) =
a

2

(
1−cos

π

LS
z

)
, (4.17)

where a is the amplitude and LS the length in the propagation direction. This cose-
noidal shape provides a smooth transition, which is why it is commonly used in in
integrated optics.

Given the desired offset, a, designing the s-bend reduces to determining the neces-
sary length, LS , which provides a sufficiently slow transition to keep losses below a
certain desired level. For small amplitudes of a few micrometers, LS may be determi-
ned by simulation. But for large amplitudes (several tens of microns), which are re-
quired for the output waveguides, simulations grow increasingly challenging, because
the required windows size in the lateral (x) direction becomes very large compared to
the size of the waveguide, so that very high spatial resolutions are required.

However, some simplifications can be made to facilitate the design of the s-bend
length, LS . In the first place, we may neglect transition losses between the straight wa-
veguide and the sbend. This is because the shape of the s-bend is cosenoidal, which
provides a smooth transition to the waveguide, i.e. there is no discontinuity in the
waveguide shape and its first derivative. Second, since the s-bend is single-moded its
losses may be seen as the product of the radiation losses of its fundamental mode per
unit length and its total length. Hence, the sbend will exhibit less losses than a 90°
waveguide bend, if we ensure that:

1. The local curvature radius of the s-bend is never smaller than the minimum
curvature radius of a waveguide bend, and

2. The s-bend is shorter than a 90° curve.
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The local curvature radius R(z) of a certain function s(z) is given by

1

R(z)
=

d2s
dz2[

1 +
(

ds
dz

)2
]3/2

. (4.18)

Inserting (4.17) into (4.18) it is straightforward to show that the minimum local cur-
vature radius of an s-bend is

Rmin =
2

a

L2
S

π2 ,

which gives the desired criterion:

LS ≥ πp
2

√
Rmina ≈ 2.22

√
Rmina. (4.19)

The path length of the s-bend is given by an elliptic integral of the second kind,2

but for our design a simple approximation is sufficient: by inspection of Fig. 4.15 it
is clear that the s-bend is always shorter than LS + a. Taking into account (4.19), the
second condition may then be may be expressed as

πp
2

√
Rmina + a ≤ π

2
Rmin,

which yields the following bound for the amplitude:

a ≤ 0.318Rmin. (4.20)

Note that this is not a strong restriction since normally a ¿ Rmin.

4.8. Conclusions

In this chapter we have compared the fabrication tolerances of rectangular and tra-
pezoidal waveguides, and have found that etch depth variations have a stronger im-
pact on trapezoidal waveguides than on rectangular waveguides, so that the latter
are chosen for the design of the sixport. The design of the waveguide dimensions
that achieve a low curvature radius while maintaining single mode behaviour in the
expected range of fabrication variations was then described. We have highlighted
that waveguide coupling is particularly critical when both waveguides carry the same
amount of power, which is often the case at the output of an MMI. Finally a design
formula for the length of s-bends has been given.

2Lpath =
´ LS

0

√
1 +

(
ds(z)

dz

)2
dz = 2LS

π

´ π/2
0

√
1 +

(
aπ
2LS

)2
sin2udu = {(4.19)} =

√
2RminaE

[
π
2 ; −a

2Rmin

]
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The engineer’s first problem in any design situation is
to discover what the problem really is.

Unknown

5
Multimode interference coupler design

MULTIMODE interference couplers in a 2× 2 and 2× 3 configuration are the key
components of the optical sixport junction, providing both the splitting and

routing of the optical signals, as well as the required phase relations between them.
In this chapter we provide an in depth analysis of multi-mode interference couplers
(MMIs) and propose a complete methodology for their design on rib type waveguides.
Beyond their application in the six-port, MMIs are also fundamental to many other
integrated optical devices; in fact the design methodology developed here has also
proven useful for the development of a coherent optical receiver [3].

We start with a short historical review and some applications of MMIs in section
5.1, and then review the operation principle of these devices, with special emphasis
on the assumptions made therein (section 5.2). After briefly defining the main per-
formance parameters of MMIs (section 5.3), a succinct review of the state of the art
in MMI design is given in section 5.4, and the design problem is defined (section 5.5).
The particularities of imaging in rib waveguides are examined in section 5.6, yielding
a simple design formula for the width of the MMI access waveguides that enables
high performance operation. A design procedure for the complete device is then de-
veloped in section 5.7, and applied to 2×2 MMIs. An exhaustive fabrication tolerance
analysis ensures the fabricability of these devices (section 5.8), so that we proceed
with the design of the 2×3 MMI in section 5.9. The main results of this chapter are
summarised in section 5.10.

5.1. Introduction

The self-imaging effect, which underlies the operation of MMIs, was discovered by
Henry Talbot, who reported on it in the “London and Edinburgh Philosophical Ma-
gazine and Journal of Science” in December 1836 [78]. Figure 5.1(a) schematically
shows his experiment, which he described as follows:

“In order to see these appearances in their perfection, it is requisite to have a
dark chamber and a radiant point of intense solar light, which, for the sake of
convenience, should be reflected horizontally by a mirror. I will relate a few,
out of several experiments which were made in this manner.
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Figure 5.1.: From (a) Talbot’s experiment in 1836 to (b) the conception of MMIs
in 1973 [79].

1. About ten or twenty feet from the radiant point, I placed in the path of the
ray an equidistant gratinga made by Fraunhofer, with its lines vertical. I then
viewed the light which had passed through this grating with a lens of consi-
derable magnifying power. The appearance was very curious, being a regular
alternation of numerous lines or bands of red and green colour, having their
direction parallel to the lines of the grating. On removing the lens a little fur-
ther from the grating, the bands gradually changed their colours, and became
alternately blue and yellow. [. . . ]

It was very curious to observe that though the grating was greatly out of
the focus of the lens, yet the appearance of the bands was perfectly distinct and
well defined. [. . . ]

2. Another grating was then placed at right angles to the first, and light
transmitted trough both was examined by the lens. The appearance now re-
sembled a tissue woven with red and green threads.”

aA plate of glass, covered with gold-leaf, on which several hundred parallel lines are cut, in
order to transmit the light at equal intervals.

It was only in 1880 that Lord Rayleigh gave a first mathematical description of the
self-imaging effect in [80], where he deduced that images or replicas of the grating
formed periodically at distances

z =
λ

1−
√

1− (λ/d)2
, (5.1)

with λ being the wavelength and d the period of the grating. Since λ¿ d , the Taylor
expansion

p
1−x2 ≈ 1−x2/2 may be used, yielding

zT = 2d 2/λ, (5.2)

which is commonly known as the Talbot distance. The wavelength dependence of zT

explains Talbot’s observation of the changing colours of the bands, as the wavelength
which is imaged varies as the lens is moved.

In 1973, Bryngdahl published a paper, [81], in which he suggested, for the first time,
the possibility of “image formation with a single light pipe,” that is, a multimode wa-
veguide. The length of this waveguide would be given by equation (5.2), with d being
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the side of its square cross-section. Such “light pipe” based imaging was experimen-
tally demonstrated two years later by Ulrich and Ankele [79], who obtained not only a
double image of an excitation launched into a multimode waveguide, constituted by
a liquid and two plates of glass, but also suggested its use in integrated optics for the
first time. Figure 5.1(b) shows the device as proposed by the authors, which we would
call today a 2×2 MMI (two input and two output waveguides). In this configuration
the light enters the wide, multimode waveguide through one of the input waveguides,
and a double image is formed at the output plane. Each of these images then couples
into one of the output waveguides, so that the optical input power is split equally
between them. Among the first experimental demonstrations of integrated MMIs we
may cite [82] and [83], which were published in 1991 and 1992, respectively.

Due to their good performance and ease of fabrication MMIs have, since then, be-
come key components in many integrated optical devices, such Mach-Zehnder in-
terferometers (MZI) [84, 85], switches [86] and as ring resonators [66], to cite a few.
They are also driving the first coherent optical receivers for high speed (100Gbits/s
per channel) optical communication based on QPSK (Quadrature Phase Shift Keying)
[3, 67, 87], and possibly OFDM (Orthogonal Frequency Division Multiplexing) in the
near future [88].

5.2. The self-imaging principle

The self-imaging principle which, in the context of integrated optics, was described
completely for the first time by Bachmann in 1994 [89], explains the formation of
images in multi-mode waveguides as well as their position and phase. In the follo-
wing we shall study this theory in detail, following mainly [89, 90]. Special attention
will be paid to the assumptions it is based on, since it is from the fulfilment of these
that the different strategies for improved MMI designs arise.

Let us consider the 2×2 coupler shown in figure 5.2. It is composed of two input
and two output waveguides with a certain cross section in the x y plane —a rib in this
case— and a portion of a wider waveguide, which constitutes the multi-mode section.
The width of the input and output waveguides is WA and the multi-mode section is
WMMI wide and LMMI long. The refractive indexes of the cladding, the guiding region
and the substrate are respectively given by nc , ng and ns , with ng > nc , ns .

If light is launched from either from waveguide 1 or 2, a twofold image is produ-
ced at the end of the multimode section which then couples into waveguides 3 and
4. Depending on the length of the device not only two, but generally Q images can
be obtained. The Self Imaging Theory predicts the position and the phase of these
Q-fold images by expanding the input field in the eigenmodes of the multi-mode sec-
tion. These are then propagated with their respective propagation constants and su-
perposed to study the formation of images. The starting point for the derivation is a
two dimensional device model, which will be defined in section 5.2.1. The approxi-
mate eigenmodes of this two dimensional structure are calculated in section 5.2.2 and
their propagation along the multimode section is analysed in section 5.2.3. A new ap-
proach to the calculation of the self-images is presented in section 5.2.4. Two special
types of imaging are discussed in section 5.2.5, and as an application example of the
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A

Figure 5.2.: Schematic view of a 2×2 MMI.
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Figure 5.3.: Two dimensional model of a MMI.

theory, a 2×2 MMI and a 2×3 MMI are analysed in section 5.2.6.
Imaging properties are generally slightly different for TE and TM polarisations. In

the following the two polarisations will be treated separately.

5.2.1. Two dimensional device model

While the eigenmode approach can obviously be applied to three dimensional struc-
tures, Self Imaging Theory is based upon a two dimensional model of the device.1

This constitutes the first assumption of the theory.

Assumption 1: The three dimensional device shown in figure 5.2 is converted into a
two dimensional structure as shown in figure 5.3.

This two dimensional model is obtained by applying the effective index method in the
vertical (y) direction, so that the refractive index of the guiding region is substituted
by the effective index Ng and the refractive indexes of the cladding and the substrate
are condensed into Nc . Please note that Ng and Nc are different for TE and TM pola-
risation.2

1Self-Imaging in three dimensions has been investigated (see for example [91]), but is essentially an
extension of the theory presented here.

2A description of the effective index method can be found, for example, in [92, pp. 60-64]
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5.2. The self-imaging principle

5.2.2. Eigenmodes of the multimode section

One of the key points of the Imaging Theory is to approximate the ϕm(x) modes of
the multimode section by sine functions (see figure 5.3):

ϕm(x) = sin

(
mπ

Weff,m
x

)
, m = 1,2,3, . . . (5.3)

While the actual modes do generally have a sine-like shape, their effective width, Weff,
depends on the mode number m. However, the Imaging Theory assumes that

Assumption 2: The effective width of the multimode section (Weff) is independent
of the mode number.

The concept of effective width may be understood as follows. Since the effective la-
teral index contrast, Ng − Nc , is finite, the modes of the waveguide and the multi-
mode section will have evanescent tails outside the guiding region, so that they “see”
an effective waveguide that is wider than the physical one.3 Higher order modes
have wider tails and thus their effective width is larger, too. Usually Weff is estima-
ted as the effective width of the fundamental mode which is approximately given by
Weff ≈ WMMI + (λ/π)

(
Nc /Ng

)2σ (N 2
g − N 2

c )−1/2, where σ = 0 for TE and σ = 1 for TM
polarisation [90].

We will now calculate the propagation constants βm of the modes of the multi-
mode section. Since the modes are assumed to be given by (5.3), and are thus com-
pletely confined in the guiding region, we have

kx,m x̂ +βm ẑ = k0Ng k̂, (5.4)

where kx,m =πm/Weff, k0 = 2π/λ and k̂ is the direction of the wave vector. Hence, the
dispersion relation is given by β2

m + k2
x,m = k2

0 N 2
g , and the βm propagation constants

are:

βm = k0Ng

√√√√1−
(

kx,m

k0Ng

)2

. (5.5)

Please notice that the propagation angle θm of the ray that represents the m-th mode
is

cosθm =βm/(k0Ng ). (5.6)

It is now assumed that:

Assumption 3: Only the paraxial modes of the multi-mode section, i.e., those with
small propagation angles, or equivalently, those which fulfil kx,m ¿ k0Ng , are
relevant.4

This allows us to use a Taylor expansion to find a simple expression for βm from (5.5),
and after some algebra the following relation between the propagation constants is
arrived at:

βm =β1 − (m2 −1)
π

3Lπ
, (5.7)

3This is also known as the Goos-Hänchen shift.
4Please notice that this is equivalent to λ/Ng ¿ 2Weff/m, which, in turn, is similar to the condition

which allows for the deduction of the Talbot distance (5.2).
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Weff−Weff
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Figure 5.4.: Periodic extension of the input field.

where Lπ is the half beat length of the two lowest order modes,

Lπ
def
=

π

β1 −β2
≈

4Ng W 2
eff

3λ
. (5.8)

From this equation an important property of MMIs becomes apparent: their length is
directly proportional to the square of their width. That means that devices with many
input/output ports will be necessarily very long.

5.2.3. Field propagation along the multi-mode section

We will now expand the input field, fin(x), in theϕm(x) eigenmodes of the multimode
section. Since the ϕm modes are sine functions with fundamental period 2Weff, it
is mathematically convenient to define a periodically extended input field with the
same period, and the same odd symmetry as the sine functions:

f0(x) =
+∞∑

k=−∞
fin(x −k2Weff)− fin(−x + k2Weff). (5.9)

Figure 5.4 illustrates how f0(x) is constructed from fin(x).
The electromagnetic field at the discontinuity between the input waveguide and

the multi-mode section at z = 0 (see figure 5.3) has to be continuous. If the input field
is well confined in the access waveguide, it does not “see” any refractive index change
at this facet, so that reflections are generally negligible. This means that f0(x) must be
completely expanded into the guided and radiated modes of the multi-mode section:

f0(x) =
∞∑

m=1
cmϕm(x),

where the summation symbolically includes radiative modes. The Fourier coeffi-
cients cm are given by the well known overlap integral:

cm =
〈

f0(x),ϕm(x)
〉

=
2

Weff

ˆ Weff

0
f0(x)ϕm(x)dx. (5.10)

At this point a further simplification is made.

Assumption 4: The input field can be faithfully represented by the guided paraxial
modes of the multimode section.

46



5.2. The self-imaging principle

This implies that f0(x) can be written as

f0(x) =
M∑

m=1
cmϕm(x), (5.11)

with M being the mode number of the highest order guided mode which can be consi-
dered paraxial. In other words, when the input field distribution is launched into the
multi-mode section it only excites guided paraxial modes.

With the propagation constants of the paraxial ϕm modes given by (5.7), the field
at an arbitrary z position is then simply given by

f (x, z) = exp(−jβ1z)
M∑

m=1
cmϕm(x)exp

(
j(m2 −1)

π

3Lπ
z

)
. (5.12)

In order to illustrate image formation let us consider the field f (x, z) at z = 6Lπ. Then
the complex exponential in (5.12) becomes unity, so that f (x,6Lπ) = exp(−jβ16Lπ) f (x,0),
that is, the extended input is replicated or imaged. In the following we will show that
this phenomenon occurs at other propagation distances, too. Specifically, Q images
are formed at z = 3Lπ/Q.

5.2.4. Multiple self-Images: A Fourier series approach

The mathematical derivation of the position and phase of the multiple self images
given in [89] is not easy to follow, which is why a more straightforward derivation will
be presented here. While giving some interesting insight into the relation between
MMI imaging and Fourier series, this section is not essential to the understanding of
MMIs, so that a reader who is not interested in the mathematical details may directly
proceed to its main result: equation 5.24. Since the new derivation is heavily based
on Fourier series properties, it is convenient to introduce a few changes in notation
at this point.

We shall denote the extended field at zQ = 3Lπ/Q as fQ (x). Furthermore, we define
T = 2Weff, ω = 2π/T , and use complex exponentials instead of sine functions in the
expansion of the extended input field. Equations (5.11) and (5.10) then read

f0(x) =
M∑

m=−M
F0[m]exp(jmωx) (5.13)

F0[m] =
1

T

ˆ
T

f0(x)exp(−jmωx)dx, (5.14)

which are the classical Fourier series expressions. The F0[m] coefficients are related
to the cm coefficients by: cm = (F0[m]−F0[−m])/2.

Dropping the common phase factor exp(−jβ1z) from (5.12), the propagation along
the multi-mode region may be seen as a change in the Fourier coefficients. Specifi-
cally, the spectrum at the imaging distances zQ = 3Lπ/Q can be identified as

FQ [m] = F0[m]ΦQ [m], (5.15)

with

ΦQ [m] = exp

(
j
π

Q

(
m2 −1

))
. (5.16)
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It is easy to check that
ΦQ [m −Q] =ΦQ [m](−1)Q . (5.17)

In the space domain, (5.15) becomes

fQ (x) = f0(x)∗φQ (x), (5.18)

where ∗ is the convolution operator defined as g (x)∗h(x) = 1
T

´
〈T 〉 g (ξ)h(x −ξ)dξ. Ac-

cording to (5.17), for general Q, ΦQ [m] is periodic with period 2Q, which means that
φQ (x) is given by

φQ (x) =
+∞∑

k=−∞
φQ [k]δ

(
x −k

T

2Q

)
, (5.19)

φQ [k] =
T

2Q

∑
m=〈2Q〉

ΦQ [m]exp

(
jk

2π

2Q
m

)
. (5.20)

A proof of (5.19) and (5.20) can be found in appendix A.1. By inserting (5.19) into
(5.18), and using the Delta function property g (x)∗δ(x −x0) = 1

T g (x −x0), we get:

fQ (x) = f (x, zQ ) =
1

T

2Q−1∑
k=0

φQ [k] f0

(
x −k

T

2Q

)
. (5.21)

At the imaging distances zQ = 3Lπ/Q the field inside the multimode region is a su-
perposition of several replicas of the extended input field, whose phases are given by
φQ [k]. Thus, to complete our analysis, we need to compute φQ [k]. By using (5.20)
together with (5.17) it is straightforward to show that

φQ [k] =
1 + (−1)Q+k

2

T

Q

∑
m=〈Q〉

ΦQ [m]exp
(
jmkπ/Q

)
, (5.22)

which only is non-zero if Q and k have the same parity, i.e., if they are both odd or
both even. In these cases we show in appendix A.2 that φQ [k] can be reduced to:

φQ [k] =
T√

Q
exp

(
j
π

4
− j

π

Q

)
exp

[
− j

π

Q

(
k

2

)2]
, k and Q same parity (5.23)

From (5.21) and (5.23), by recalling that φQ [k] is zero for Q and k of different parity,
and by substituting T = 2Weff, the phase and position of the Q-fold images, which are
formed at distances zQ = 3Lπ/Q, is readily derived as

fQ (x) =
exp(jπ/4− jπ/Q)√

Q

Q−1∑
l =0

f0(x −xl )exp(−jθl ), (5.24)

where f0(x) is the extended input field defined by (5.9), and xl and θl are given in table
5.1.5

5Seemingly, from (5.24), all images have equal power (1/Q). However, there are special cases where
two overlapping images interfere, yielding nonuniform power splitting [93]. Arbitrary power splitting
ratios have also been reported [94, 95], but are out of the scope of this work.
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5.2. The self-imaging principle

Table 5.1.: Phase and position of the Q-fold images in an MMI.

θl xl

Q even l 2π/Q 2lWeff/Q

Q odd (l − 1
2 )2π/Q 2(l − 1

2 )Weff/Q

5.2.5. Restricted imaging

Until now we have placed no restrictions on the excitation of the MMI, fin(x). Ho-
wever, by doing so, we can select which types of modes of the multimode section are
excited, and this can result in length reduction of the device. There are two types of
restricted imaging: symmetric imaging and paired imaging.

5.2.5.1. Symmetric Imaging

Symmetric imaging takes place when only the even ϕm modes of the multimode sec-
tion are excited, i.e., ϕm(x) = ϕm(−x), which holds for all ϕm with m odd. In this
case, the factor (m2 − 1) in (5.12) is always a multiple of 4, so that the imaging dis-
tances zQ are reduced in a factor 4. In order to excite only even modes, fin(x) needs
be symmetric with respect to the centre of the MMI, which in practice means that a
single, centred input waveguide, with a symmetric mode field, has to be employed. Q
images, with equal spacing Weff/Q, are then formed at zQ = 3Lπ/(4Q).

5.2.5.2. Paired Imaging

If ϕm modes with mode numbers m = 3,6,9, . . . are not excited, the factor (m2 − 1)
in (5.12) is always a multiple of 3, so that the imaging distances zQ are reduced in
a factor 3. From figure 5.3 we can see that ϕ3 is antisymmetric with respect to x =
Weff(

1
2 ± 1

6 ), a property which also holds for ϕ6,ϕ9, . . .. Thus, by placing two input
waveguides, with a symmetric mode field, at x = Weff(

1
2 ± 1

6 ), the desired excitation can
be achieved, and images will form at zQ = Lπ/Q. Please note that this does not mean
that a 2×2 MMI based on paired imaging is always be shorter than a 2×2 MMI based
on general imaging, since in the former the mandatory 1

3Weff spacing between the
input waveguides increases the coupler’s width, which, according to (5.8), increases
its length.

5.2.6. Examples: The 2×2 and 2×3 MMI

Since in this work we will deal with 2×2 and 2×3 MMIs, we shall now briefly review
their basic properties.

Starting with the 2×2 MMI, from (5.24), with Q = 2, we find that

f2(x) =
1p
2

[
f0(x) + j f0(x −Weff)

]
,

which is illustrated in figure 5.5. The periodically extended input field, f0(x), is shown
in figure 5.5(a), while the extended field at the two-fold image distance, f2(x), is shown
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Figure 5.5.: Two-fold and three fold image formation.

in figure 5.5(b); a sketch of the device is displayed in the inset. As expected, two
images are formed: one of them at the same position as the original input, and ano-
ther one whose position is mirrored with respect to the centre of the MMI. The mir-
rored image is both inverted and 90◦ phase shifted, so that it is actually a copy of the
input, multiplied by −j. Consequently, a 2×2 MMI acts as 90◦hybrid: it divides a single
input into two 3dB outputs, with a 90◦ phase shift between them. From this point of
view, one may define S-parameters for this device, which, according to the port num-
bering shown in the inset of figure 5.5(b), would be

S11 = S22 = 0 S31 = S42 = 1p
2

S41 = S32 = − jp
2

.

The parameter Si j represents the complex transmission from port j to port i .

The geometry of the 2×3 MMI is shown schematically in the inset of figure 5.5(c).
From (5.24), with Q = 3, we find that the extended field at the three-fold image dis-
tance is
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f3(x) =
exp(−j 1

6π)
p

3
[ f0(x +Weff/3) + f0(x −Weff/3) + f0(x −Weff)exp(−j 2

3π)].

This means that with the input field centred at distance a from the device edge [see
figure 5.5(a)], the output images form at the positions shown in figure 5.5(c). It is
then clear that for the middle image to appear at the centre of the MMI, we have to
choose a = Weff/6. Using the port numbering shown in the inset of figure 5.5(c), the
theoretical transmission coefficients of the device are given by:

S31 = S52 = −1p
3

S41 = S42 = 1p
3

S51 = S32 = 1p
3

exp(jπ/3).

The relative phases with which the two inputs interfere at each output are then

∠
S31

S32
=

2π

3
= 120° ∠

S41

S42
= 0 ∠

S51

S52
=

2π

3
= −120°,

which will yields the desired 120° phase shifts between the six-port centres (see sec-
tion 2.4).

5.3. MMI performance metrics

We have so far considered the general theory that governs the operation of MMIs,
and have also analysed the ideal 2×2 and 2×3 MMI. In order to be able to compare
actual designs, we will now present the parameters that are generally used to assess
the performance of MMI devices, namely, excess loss, imbalance and phase error. We
will define these parameters in terms of the Si j parameters, that express the complex
transmission coefficients from the fundamental mode of port j to the fundamental
mode of port i . Referring to the port numbering shown in figure 5.5, for both the
2×2 and the 2×3 MMI the input port numbers are j = {1,2}, whereas the outputs are
i = {3,4} for the 2×2 and i = {3,4,5} for the 2×3. The performance metrics are then
defined as follows:

Excess loss: For each input, j , the excess loss is the amount of power relative to the
input power, that is not transferred to any output:

EL j [dB] = −10log10

(∑
i
|Si j |2

)
(5.25)

Imbalance: Imbalance is the power difference between two outputs i and k (for each
input j ):

IB j [dB] = 10log10(|Si j |2/|Sk j |2) (5.26)

Phase error: This parameters accounts for the deviation from the ideal phase with
which the waves coming from the two inputs combine at each output:

PEi =∠
Si 1

Si 2
−θi (5.27)

where θi is the ideal relative phase, e.g., in the 2×2 MMI θ3 = 90°.
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5.4. State of the art MMI design

In this section we will briefly review the state of the art in MMI design, that is, we will
focus our attention on design techniques rather than specific experimental results,
some of which can be found in section 8.5. Fabricability of the devices will, however,
be a fundamental factor in our analysis.

One approach to the design of MMIs is using a strong lateral confinement to make
the modes of the multimode section as sine-like as possible [96–98]. In silicon-on-
insulator waveguides such a high contrast is readily achieved by completely etching
the multi-mode region. However, for the thick SOI situation on which we are focusing,
a second, shallow etch step is still required for the single-mode interconnecting wave-
guides. Furthermore, as we will discuss in section 5.6.3, widening of the MMI access
waveguides, which does not require special fabrication steps, produces the same ef-
fect as increasing the etch depth. Simulated excess losses below 0.1dB and imbalance
of 0.03dB are reported for a 1×4 splitter in [98].

As highlighted in section 5.2.2, the quadratic relationship between the propagation
constants of the modes of the multimode region is crucial to the formation of images.
Depending on the lateral index contrast, this relationship is fulfilled to a certain de-
gree, and sizeable phase errors can be incurred, resulting in poor image quality and
performance degradation. In [99] an exhaustive analysis of the origin of these phase
errors is presented, and the etch depth is adjusted to minimise them. In [100] a gra-
ded index profile is employed to reduce the phase errors, and in [101] the refractive
index in the complete MMI region is optimised. While application especially of the
latter technique achieves drastic performance improvements in Silicon-wire techno-
logy [102], we will find in section 5.6 that phase errors are not the most critical issue
when using larger rib waveguides.

Widening of MMI access waveguides has been shown to improve MMI performance
and tolerances [103, 104]. The studies carried out in the literature so far report 0.1dB
of excess loss and imbalance. However, they are simulation based and do neither
offer physical insight into why such a widening produces the aforementioned impro-
vements nor provide a design procedure. Since widening of the access waveguides
requires no additional fabrication steps, this is the option that will be further investi-
gated in the next sections.

Furthermore, several techniques to reduce the length of MMIs have been propo-
sed [105–107]. The most classical consist of using a parabolic tapering of the multi-
mode section, which reduces the average width of the device, and thus, by virtue of
equation (5.8), its length. While this technique can produce devices which are only
half as long as their non-tapered counterparts, it also introduces higher excess losses
(∼ 1dB) and imbalance, as well as decreased fabrication tolerances [107]. Careful de-
sign of the multimode region tapering is required to achieve lower losses, but also
results in less attractive length reductions [106]. Other techniques include the defi-
nition of slots in the multimode region, which exhibit a slightly different refractive
index [108]. While this readily halves the length of this devices, and does not produce
higher excess loss if the refractive index value is chosen properly, it does present dif-
ficulties in its practical implementation. Defining waveguide holograms to adjust to
length of MMIs is another option that has been recently proposed in [109].
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Figure 5.6.: Geometry of the proposed MMI design.

Finally, it is noteworthy that “extraneous” self images, not predicted by the conven-
tional, have been found in low contrast waveguides [110], and that MMIs in both me-
tallic as well as periodic waveguides are being investigated [111, 112].

5.5. Problem definition

Our goal is to design high performance MMIs on thick Silicon-on-Insulator that can
be connected to singlemode rib waveguides. Since we are interested in reducing fa-
brication costs, the device has to be kept as simple as possible. That means that etch
depth variations need to be avoided, and only the lateral dimensions of the elements
can be freely adjusted. Thus, from the various options to improve device performance
presented in section 5.4, we choose to widen the access waveguides, which does not
require any additional fabrication steps. This yields a device geometry as shown in
figure 5.6. Our objective is then threefold:

1. So far, other authors have determined the optimum width of the access wave-
guides by simulation, and little physical insight on how this widening improves
device performance is available. In section 5.6 we shall not only provide a better
understanding of the underlying phenomena, but also give a simple expression
for the required access waveguide width.

2. A complete design procedure, that allows for the determination of all the de-
sign variables shown in figure 5.6, will be derived in section 5.7. It has to be
highlighted that even though we will focus on 2×2 couplers, this procedure is
easily extended to more general configurations.

3. Since the designed devices shall ultimately be fabricated, it is important to know
their sensitivity to fabrication tolerances, which will be analysed in section 5.8.

Nevertheless, we shall first give a closer description of all the design variables and
device specifications.

The device geometry that we shall consider is shown in figure 5.6. The design of
the single-mode interconnecting waveguides detailed in section 4.5 fixes the width
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Table 5.2.: Effective indexes at λ= 1.55µm for H = 1.5µm, D = 0.7µm.

Ng Nc Ng −Nc

TE 3.4444 3.3567 0.088

TM 3.4375 3.2981 0.139

of the interconnecting waveguides to W = 1.3µm, and sets the overall etch depth and
substrate height to D = 0.7µm and H = 1.5µm, respectively. The access waveguides are
widened to a width WA by means of an adiabatic transition of length LT . The centre
to centre separation between the input/output waveguides is s, so that the minimum
gap, g , is given by g = s −WA .

From the analysis of the state of the art (section 5.4), simulated excess loss and
imbalance are targeted to be as low as 0.1dB and 0.05dB, respectively. Due to micro-
loading effects the minimum fabricable separation between adjacent waveguides is
limited to 1µm (section 3.2). Furthermore, the device should support dimension va-
riations due to fabrication tolerances of ±100nm in width and length, and ±100nm
in etch depth (see section 3.4).

As a reference, the effective indexes of the cladding and the guiding region for a rib
waveguide with the above dimensions are given in table 5.2.

5.6. Imaging in rib waveguides

In this section we shall derive a simple design criterion for the access waveguide
width, WA , that enables high quality image formation in rib waveguide based MMIs.
To do so, we need to examine under which conditions single-mode rib waveguides
can comply with the assumptions made by the self-imaging theory (section 5.2). Fi-
gure 5.7 outlines the analysis that will be carried out in this section.

Assumptions 1 (2D approximation) and 4 (decomposition of the input field in gui-
ded, paraxial modes only), will be studied in sections 5.6.1 and 5.6.2, respectively.
Our goal is to express in numbers to which extent the two assumptions are fulfilled.
In doing so, we will show that device losses depend on the degree of symmetry and
the width of the input mode field. Furthermore, it will become apparent why wider
input waveguides reduce device losses, and ultimately we will be able to give a simple
expression for the necessary input waveguide width, WA .

Rib waveguides comply
with self-imaging theory?

Effective mode width
and paraxiality?

2D approximation?

Only guided modes?

Section 5.6.1
Imaging modes
Symmetry factor

Section 5.6.2
Guidance factor

Section 5.6.3
Design formula for WA

Analyzed in section 5.7.6

Figure 5.7.: Analysis of self-imaging in rib waveguides.
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(a) Example of an imaging mode (TE4,1). (b) Example of a non-imaging mode (TE1,2).

Figure 5.8.: Two modes of a shallowly etched multimode section (WMMI = 7.5µm,
D = 0.7µm, H = 1.5µm).

The two remaining assumptions are number 2 (effective width of the multimode
region does not depend on the mode number) and 3 (paraxial approximation). The
phase error that arises from the violation of these conditions depends on the effec-
tive lateral index contrast Ng −Nc , and increases with increasing mode number [99].
Since in the considered technology platform the lateral index contrast only depends
on the etch depth (D), which is fixed by other considerations, the only way to reduce
this error is by exciting a reduced number of modes. Thus, we will skip these two
assumptions for the moment, but we will come back to them in section 5.7.6.

5.6.1. Two dimensional model

Assumption 1 states that the three dimensional device is well approximated by a two
dimensional effective index model (see figures 5.2 and 5.3 on page 44). To check if
this holds, we need examine both the modes of the multimode section and the mode
of the access waveguide that is launched into the device.

We will first classify the modes of the multimode section in imaging and non-imaging
modes, and then analyse which of them are excited by the input waveguide mode. We
will derive an expression that allows us to measure the amount of power that couples
into non-imaging modes, and we will study its dependence on the rib aspect ratio,
i.e., WA and D .

In the following, guided rib waveguide modes of both polarisations (TE and TM)
with m half cycles in the lateral (x) direction and n half cycles in the vertical (y) direc-
tion, will be referred to as TXm,n modes.

5.6.1.1. Imaging and non-imaging modes

Figure 5.8 shows two TE modes of a typical rib multimode section. In the effective in-
dex method, where the height of the device is “compressed” to zero, the TE4,1 mode in
figure 5.8(a) would be well approximated by a sine-type mode likeϕ4(x) (see (5.3) and
figure 5.3). Since this is true for all guided TXm,1 modes, these modes can be deno-
minated imaging modes. If only these types of modes were excited in the multimode
region, the 2D approximation would be a valid one.

On the contrary, the TE1,2 mode in figure 5.8(b) is a non-imaging mode. This is
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(a) WA = 1.3µm, D = 0.7µm, H = 1.5µm (b) WA = 2.4µm, D = 0.7µm, H = 1.5µm

Figure 5.9.: TE11 mode of two rib access waveguides with different aspect ratios.

because due to its two half cycles in the vertical (y) direction, its propagation constant
cannot generally fit into the parabolic law required for image formation in the desired
horizontal direction. This also holds for all other modes with more than one half cycle
in the vertical (y) direction, i.e., all TXm,n modes with n ≥ 2 are non-imaging modes.
Power that is coupled into non-imaging modes will not properly focus in the images,
thus causing excess losses and imbalance.

The amount of power that couples into imaging and non-imaging obviously de-
pends on the input field, which will be analysed in the next section.

5.6.1.2. The symmetry factor

We will now derive a condition for the input mode which ensures that only imaging
modes are excited in the multimode region. The input excitation is the fundamental
mode of the access waveguide, which is shown for TE polarisation and WA = W =
1.3µm in figure 5.9(a).

In order to find out what kind of modes this field excites inside the imaging region,
one option is to solve the discontinuity between the access waveguide and the ima-
ging section. This calculation can be performed with mode matching techniques, as
implemented, for example, in Fimmprop,6 but while this yields the rigorous result, it
gives little insight into the problem. This is why we use a different approach, based on
an idealised, rectangular imaging section of width WMMI and height H that supports
an infinite number of sine like modes

ϕm,n(x, y) = sin

(
mπ

WMMI
x

)
sin

(nπ

H
y
)

, m,n = 1,2,3, . . . (5.28)

whose excitation coefficients are given by

cm,n =
4

HWMMI

ˆ WMMI

0

ˆ H

0
Ed (x, y)ϕm,n(x, y)dxdy (5.29)

where Ed is the dominant field component of the mode, that is, Ex for TE polarisation
and Ey for TM polarisation. Note that (5.28) and (5.29) are simply extension of (5.3)

6Fimmprop is an eigenmode expansion based tool and is part of the Fimmwave package by Photon
Design: www.photond.com
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and (5.10) and that ϕm,1 are the imaging modes. Since the cm,n coefficients can be
interpreted as the (bi-dimensional) Fourier coefficients of Ed , the quantities

pn =

∑
m |cm,n |2∑

m
∑

n |cm,n |2
(5.30)

are the fraction of power of the input field that, in an idealised imaging region, would
couple into all modes that have n half-cycles in the vertical direction. Particularly, the
fraction of power that would couple into the imaging modes ϕm,1 is given by p1.

If we analyse the mode of a typical single mode rib waveguide as the one in figure
5.9(a) we get p1 = 0.93, p2 = 0.066 and p3 = 0.001. That means that even in a idealised
imaging section only 93% of the power would couple into imaging modes so that a
power loss of at least −10log10(0.93) ≈ 0.3dB is to be expected.

For other waveguide geometries similar power distributions are observed, i.e., nearly
all the power that does not couple in ϕm,1 modes couples into ϕm,2 modes, that is,
modes of the same type as the one shown in figure 5.8(b). This fact can be exploi-
ted to estimate more easily the fraction of power that couples into imaging modes.
All the ϕm,n modes with n odd are symmetrical with respect to y = H/2, whereas the
modes with n even are antisymmetrical. Since virtually all the power that couples
into symmetric modes couples into the imaging modes (p1 À p3), their power may
be estimated as the power in the symmetric part of the input field:

ps =

Î
Ω

∣∣1
2

[
Ed (x, y) + Ed (x, H − y)

]∣∣2
dxdyÎ

Ω

∣∣Ed (x, y)
∣∣2 dxdy

(5.31)

where Ω is the waveguide’s cross-section and ps will be called the symmetry factor.
Please note that given the ps value of a certain input field, the excess loss (in dB) due
to coupling to higher order vertical modes is directly

ELs = −10log10 ps . (5.32)

In conclusion, for all the power of the input excitation to couple into imaging modes,
its symmetry factor has to be unity. This result is actually rather intuitive: since all the
imaging modes are symmetric with respect to y = H/2, their superposition can only
represent excitations with the same kind of symmetry.

Naturally, the above analysis applies to both TE and TM modes.

5.6.1.3. Influence of waveguide geometry on the symmetry factor

Figure 5.9(b) shows the fundamental mode of an access waveguide which is wider
than the interconnecting waveguide shown in figure 5.9(a). By comparison of these
two figures it is apparent that shape of Ed , and thus the value of ps , depends on the
rib’s aspect ratio, that is, WA/H and D/H . In fact, by computing the fundamental
mode of rib waveguides with different aspect ratios, and calculating the symmetry
factor via (5.31), we can quantify this dependency. Figure 5.10 shows the values of
−10log10 ps as a function of rib aspect ratio for two different substrate heights. We can
see that symmetry improves as the waveguides become wider or more deeply etched.
Furthermore, the symmetry factor depends only weakly on the substrate height, H ,
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Figure 5.10: Sym-
metry factor,
−10 log10 ps , as a
function of rib aspect
ratio for substrate
heights H = 1.5µm
and H = 2.2µm.

since the values for H = 1.5µm and H = 2.2µm are close together. Thus, for a given
etch depth, D , ps can be improved by increasing the waveguide width, WA .

For TM polarisation the symmetry factor exhibits the same behaviour as displayed
in figure 5.10, but with slightly better values, which are probably due to the stronger
modal confinement of this polarisation.

5.6.2. Guided modes approximation

In the preceding section we have discussed under which conditions rib waveguide
based MMIs conform to the two dimensional device model used in the self-imaging
theory. We shall now concentrate on another important assumption, namely that
only guided modes should be excited in the multimode region (assumption 4 in sec-
tion 5.2).

Using the concept of the (bi-dimensional) Fourier expansion introduced in sec-
tion 5.6.1, it is clear that an input field which is narrow in the lateral (x direction),
will excite a large number of higher order lateral modes, because its spatial spectrum
is broad. However, the effective lateral index contrast of the multimode region is fi-
nite, and consequently it only supports a limited number of such higher order lateral
modes. If the input field spectrum is “wider” than the spatial frequency of the highest
supported mode, part of the input power will couple into radiative modes and will be
lost.

In the following we will introduce a measurement of the amount of power that is
lost as radiation, and we will analyse how it varies with WA and D .

5.6.2.1. The guidance factor

We will now define a guidance factor, which quantifies the fraction of power that
remains guided. In principle, this factor will depend on the effective lateral index
contrast, Ng −Nc , the aspect ratio of the input waveguide, that is, on WA/H and D/H ,
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and on the width of the multimode section Weff, which determines the number of
modes that it supports.

We already account for excess losses in the form of power coupling to higher order
vertical (y direction) modes, which occurs because of the partial invalidness of the
two dimensional device model, through the symmetry factor (5.32). Hence, we may
now restrict ourselves to a two dimensional analysis, via the effective index method.
Under this simplification the guidance factor, pg , may be defined as:

pg =
powercoupledintoguidedmodesofanequivalentslab

totalpowerof2Dexcitation
. (5.33)

Note that using the symmetry factor, ps , and the guidance factor, pg , we can compute
the amount of power that couples from the input excitation into the 2D, guided modes
on which the operation of MMIs is based:

P2D,guided = (power coupled to 2D)· power guided in 2D

power coupled to 2D
= PMMIinputps pg .

To compute pg we proceed as follows. We approximate the multimode section’s
modes by the ϕm(x) functions defined in section 5.2.2, setting Weff ≈ WMMI for the
sake of simplicity. We then calculate the cm expansion coefficients, defined by equa-
tion (5.10), of a “flattened” and power normalised version of a perfectly symmetric
input field,

fin(x) =

{ √
WMMI

WA
sin

(
π

WA
(x −WMMI/2)

)
|x −WMMI/2| ≤WA

0 elsewhere
. (5.34)

Due to the power normalisation the resulting cm coefficients fulfil
∑∞

m=1 |cm |2 = 1. The
next step is to calculate the number of guided modes, M , supported by the multimode
region:

M =

⌊
WMMI

λ
2
√

N 2
g −N 2

c

⌋
. (5.35)

Please note that the effective indexes depend on the rib geometry (Ng depends on H
and Nc depends on H −D), so that for a fixed substrate height (H), M depends not
only on WMMI but also on the etch depth (D). The guidance factor is then given by

pg =
M∑

m=1
|cm |2 , (5.36)

and the excess losses (in dB) due to power coupling to radiative modes are simply
given by

ELg = −10log10 pg . (5.37)

5.6.2.2. Influence of waveguide geometry on the guidance factor

In principle, pg depends both on the access waveguide geometry and on the dimen-
sions of the multimode section. Since we are assuming that the multimode region
has the same substrate height and etch depth as the access waveguides, it actually
only introduces one additional variable: WMMI. Figure 5.11 illustrates the variation
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Figure 5.11: Gui-
dance factor as a
function of MMI
width (WA = 2.4µm,
D = 0.7µm,
H = 1.5µm).

of pg when WMMI is changed. We can see that pg exhibits oscillations, which may
be understood as follows. When WMMI is slightly increased, the lobes of the modes it
supports become wider. Since the width of the input field is constant, it is represented
worse by these wider modes and consequently pg decreases. As WMMI is further in-
cremented, the multimode section begins to support a new higher order mode, which
has a narrower lobe, and thus the input field can again be faithfully represented, so
that pg increases abruptly. Since a local maximum can always be found by slightly ad-
justing WMMI (see section 5.7.4), in the present analysis we eliminate this dependence
by considering only the maximum values, i.e., maxWMMI

{
pg

}
. Hence, for a given sub-

strate height (H), pg only depends on WA and D (through the effective lateral index
contrast Ng −Nc ).

Figure 5.12 shows the excess loss due to coupling to radiative modes, ELg , as a func-
tion of rib aspect ratio for TE polarisation. We see that losses decrease as WA or D are
increased. This is expected, since a wider input field has a narrower spectrum, and
therefore requires less modes to be correctly expanded. On the other hand, a deeper
etching yields an increase effective lateral index contrast, thus increasing the number
of modes, M , available for the expansion. Finally it is worth notice that pg scarcely
depends on the substrate height, H .

Again, very similar results are obtained for the TM polarisation, with a slight im-
provement, which comes from the higher effective lateral index contrast.

5.6.3. Design criterion for the access waveguides width

In this section we derive a design criterion for the access waveguides that ensures mi-
nimum losses. From sections 5.6.1 and 5.6.2 we already know that by widening the
access waveguides device performance should increase. However, excessively wide-
ning the access waveguides is not desirable, as it brings the MMI access waveguides
closer together (refer to figure 5.6 on page 53) so that coupling between them becomes
stronger. Alternatively, we could increase the access waveguide separation, s, but this
would also increase the MMI width, resulting in a larger device. Furthermore, we have
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Figure 5.12: ELg
as a function of
rib aspect ratio for
substrate heights
H = 1.5µm and
H = 2.2µm.

learned that an increased etch depth has similar advantageous effects as access wave-
guide widening, and consequently the optimum access waveguide width will depend
on the chosen etch depth. Hence, our objective is to find the minimum value of WA

that yields excess losses of 0.1dB or below, as a function of etch depth.
In order to derive the desired values of WA we estimate MMI excess losses as the

combination of symmetry losses and guidance losses:

ELest = ELs + ELg = −10log10(ps pg ). (5.38)

ELs accounts for the losses due to the partial invalidness of the two dimensional de-
vice model, and ELg represents the losses due coupling to radiative modes in this
two dimensional model. Figure 5.13 shows ELest as a function of rib aspect ratio. By
simple inspection it is apparent that there is a certain region, above the red solid line,
where the desired performance is achieved. From the equation of that line we obtain
the condition

WA ≥ 3(H −D), (5.39)

which allows for the direct calculation of WA and is one of the main results of this
chapter. Equation (5.39) controls the spatial spectrum of the input field in a twofold
way. On the one hand, it ensures that the fundamental mode is symmetric enough
so as not to excite higher order vertical modes. On the other hand, it guarantees that
the expansion of the input field does not require spatial frequencies higher than those
supported by the MMI.7 Please note that even though the derivation of this formula
is based on results only for TE polarisation, it will also be valid for TM polarisation,
since the estimated excess losses for the latter will be lower then for the former, due
to the somewhat higher symmetry and guidance factors.

7The highest supported spatial frequency, or maximum propagation angle (see section 5.2.2), does not
depend on the MMI width, but only on the effective refractive index contrast (also refer to section
5.7.6).
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Figure 5.13: Esti-
mated excess loss,
ELest, as a function
of rib aspect ratio
for substrate heights
H = 1.5µm and
H = 2.2µm. The
single mode region is
shaded.

Some other interesting conclusions can also be drawn from figure 5.13. First, ELest

exhibits only a small dependence on substrate heights, so that a designer can directly
apply equation (5.39) and does not need to calculate ps or pg . Second, given a fixed
WA , the excess loss can also be reduced by increasing the etch depth, which explains
the high performance of the deeply etched devices reported in [98] (also see section
5.4). Finally, it is clear that waveguides fulfilling Soref’s single-mode condition, which
is represented as the shaded area in figure 5.13, are inadequate as MMI access wave-
guide, as they yield excess losses of at least 1dB.

5.7. Design procedure

We will now present a procedure that allows for the design of the complete MMI (see
figure 5.6 on page 53), which will be developed by means of an example based on the
specifications given in section 5.5.

5.7.1. Access waveguide width (WA)

The design of this dimension is now rather trivial, thanks to equation (5.39). For
a substrate height of H = 1.5µm and a nominal etch depth of D = 0.7µm, we get
WA ≥ 2.4µm. However, when taking into account fabrication tolerances, the worst
case occurs for D = 0.6µm. In this case we find WA ≥ 2.7µm, so that we finally set
WA = 2.8µm to ensure good etch depth tolerances.

5.7.2. Taper length (LT )

The next step is to design an adiabatic transition (or taper) between the interconnec-
ting waveguides (WI ) and the access waveguides (WA). Since this taper starts with a
single mode waveguide, initially no coupling between guided modes can take place,
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Figure 5.14: Losses of the
fundamental mode as a func-
tion of taper length, LT .

so that the main loss mechanism is expected to be radiation. Thus, eigenmode ex-
pansion is not well suited to analyse this problems, as a very large number of modes
would be required. Furthermore, perfectly matched layer (PML) boundary conditions
are needed to absorb the outgoing radiation. Consequently, a full vectorial 3D Beam
Propagation Method with PML boundary conditions is probably the best choice to
design this taper. In this work, we used the software described in [113] to perform the
taper analysis. Both a linear and a cosenoidal taper profile were considered, yielding
very similar results, which is why the simpler linear profile was adopted.

Figure 5.15.: Light intensity (in dB) along the taper of length LT = 50µm.

Returning to our design example, figure 5.14 shows the losses of the fundamental
TE and TM modes as a function of taper length, when the waveguide width is wi-
dened from WI = 1.3µm to WA = 2.8µm. As modal confinement varies appreciably
with etch depth, the taper has to be simulated for the maximum typical fluctuations
(±0.1µm) around the nominal value. First consider the curves for the nominal value,
D = 0.7µm. For a very short taper, the calculated losses match the overlap integral
between the fundamental modes of the narrow and the wide waveguides. These are
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slightly higher for the TM polarisation, because the mode confinement is stronger, so
that the difference in shape between these two modes is slightly bigger. As the taper
length is increased, losses decrease quite fast reaching less than 0.1dB for LT = 20µm.
Now, for D = 0.6µm one might expect higher losses due to weaker confinement. Ho-
wever, for this value of D the fundamental modes of the narrow and the wide wave-
guide resemble each other more than those for D = 0.7µm, which is why losses are
lower when the taper is very short. As the taper length increases, losses decrease, but
with a slower rate than in the D = 0.7µm case, and that is because of the weaker confi-
nement. For D = 0.8µm the behaviour may be explained just the other way around.
For a taper length of only LT = 50µm losses are lower than 0.05dB in all cases. Finally,
figure 5.15 shows a top view of the light distribution along the taper for the chosen
length of 50µm in decibels. The radiation leaving the guiding region is clearly visible
and confirms the initial assumption that radiation is the main loss mechanism in this
type of tapers.

5.7.3. Access waveguide separation (s)

Once the length of the taper, LT , is known, the separation of the access waveguides, s,
can be designed. This separation obviously influences the width of the MMI (WMMI),
which in turn determines its length. Consequently, in order to achieve a compact
device, s has to be kept as low as possible. However, it also has to be large enough to
ensure that:

1. the gap between the access waveguides (g ) can be fabricated, i.e. is not smaller
than 1µm (also refer to section 3.2).

2. there is no coupling between the parallel input and output waveguides. The
two parallel tapered waveguides act as a directional coupler, and thus a certain
amount of power will be transferred between them.

Since the taper has been designed to be adiabatic, at each point z along it virtually
only the fundamental local normal mode carries power [114, Ch. 28]. This means that
the coupling between the two tapered waveguides may be estimated as the coupling
between their fundamental modes. And this in turn can be bound by the coupling
that takes place between two sets of two straight parallel waveguides, whose widths
are the maximum and minimum width of the taper, WA = 2.8µm and W = 1.3µm res-
pectively. Consequently, we may design the separation between the MMI access wa-
veguides using the same criteria as for the interconnecting waveguides (see section
4.6). As discussed in section 4.6, a coupling C <−45dB is required to minimise imba-
lance at the MMI output. However, in the design phase the separation between wa-
veguides was (erroneously) chosen to yield C = −30dB. As we will show below, owing
to a conservative design, and the fact that the etch depth specified for fabrication was
slightly increased with respect to the design values, this slip had no practical impact
on device performance.

Figure 5.16 shows the maximum length (LPmax) of two parallel waveguides with a
coupling C better than −30dB as a function of the waveguide centre to centre sepa-
ration (s) for two different etch depths. Note that there is only a minor difference in
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coupling length between the narrow and the wide waveguides, but that etch depth
has a strong impact on coupling and thus on the maximum allowed length. This is
because as etch depth is decreased the modes of the individual waveguides are less
confined and thus their interaction is stronger. As the taper is 50µm long a separation
of about s = 4µm would be enough to make sure that coupling is below the desired
level. However, to leave some degree of freedom —for example, for an s-bend of the
interconnecting waveguides—, a slightly bigger separation of s = 4.3µm needs be cho-
sen, which gives a maximum allowed length of 100µm. Note that for this separation
the gap between the waveguides is g = 1.5µm which can be easily fabricated.

As we discuss in section 8.2, for the final fabrication etch depth was increased from
0.7µm to 0.75µm, and the measurements described in chapter 8 indicate that the
error in etch depth is low. It is thus sensible to assume that the etch depth is not lower
than 0.7µm, and in this case the maximum coupling between both the 1.3µm and
the 4.3µm wide waveguides is −41dB, which yields a maximum imbalance of 0.16dB.
Since experimental precision is around ±0.2dB, we may conclude that the waveguide
coupling had no notable impact on device performance.

If more than two input or output waveguides are required, the coupling analysis
can still be performed on pairs of adjacent waveguides, since the interaction between
non-adjacent waveguides will be negligible.

5.7.4. Multimode region dimensions (WMMI and LMMI)

So far we have determined the width of the access waveguides (WA), the length of
the taper (LT ) which joins them with the interconnecting waveguides, and the ne-
cessary separation (s) between a pair of tapered waveguides. This section deals with
the design of the two remaining dimensions, namely the MMI’s width, WMMI, and
its length, LMMI. In principle these are given by the type of imaging which is desired
(see section 5.2.5 on page 49), but they need to be optimised around their theoretical
values to maximise performance. Since we have dimensioned the tapers to be adia-
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Algorithm 5.1 Optimisation of WMMI and LMMI

1. Start with the width, WMMI, and length, LMMI , determined by imaging theory.

2. By simulation, find the optimum length of the device, in the sense of a tradeoff
between minimum excess loss and minimum imbalance for both polarisations.

3. Decrease the width by 0.1µm and again find the optimum length of the device.

4. If the tradeoff between excess losses and imbalance is improved, repeat steps 3
and 4 until no further improvement is achieved. If the performance is worse-
ned, increase the width.

Table 5.3.: MMI dimensions in µm and their design criteria.

H D WI WA LT s WMMI LMMI

D =
0.7µm

1.5 0.7 1.3 2.8 50 4.3

{
gen.
pair.

7.5
12.8

274
256

D =
0.75µm

1.5 0.7 1.3 2.8 50 4.3 12.85 255

Criterion — Section 4.5
Eq.

(5.39)
Section
5.7.2

Section
5.7.3

Algorithm 1

batic, and have separated them enough to minimise coupling between them, we can
carry out this optimisation by simulating only the WA wide access waveguides and the
central multimode region. This structure can again be readily analysed by eigenmode
expansion, especially because the access waveguides have already been designed so
as to excite virtually only the guided modes within the multimode section. Thus, we
may again use Fimmprop, with which the effect of variation of LMMI can be analysed
swiftly. This enables us to use algorithm 5.1 to perform the optimisation. Please note
that through steps 3 and 4 we are iteratively determining the effective width of the
multimode region, Weff.

We will now apply this algorithm to the design of two 2×2 MMIs, one based on ge-
neral imaging, and another one based on paired imaging (see section 5.2.5 on page 49).
If we assume that the access waveguides should not stick out over the edge of the mul-
timode region, the minimum possible width of a general interference based MMI is
given by W G

MMI = 2WA + g = 7.1µm, whereas for a paired interference based device it
is W P

MMI = 3(WA + g ) = 12.9µm. After optimisation, the following dimensions are ar-
rived at: W G

MMI = 7.5µm, LG
MMI = 274µm and W P

MMI = 12.8µm, LP
MMI = 256µm. As we

have already mentioned before, the etch depth specification was finally increased to
0.75µm (see section 8.2), and due to timing constraints it was not possible to redesign
the MMIs for the first fabrication run. For the second run, only paired interference
MMIs were used, since both theoretical tolerance analysis (see section 5.8) and our
experimental results (see section 8.5) showed that it outperformed the general inter-
ference device. The optimised width and length of the paired interference MMI with
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Table 5.4.: Performance of the optimised devices at λ= 1.55µm.

Excess Loss [dB] Imbalance [dB] Phase Error [degree]

TE TM TE TM TE TM
General 0.1 0.05 0.11 0.02 0.02 −0.02
Paired 0.1 0.07 < 0.01 0.02 0.3 −0.07

an etch depth of D = 0.75µm are W P
MMI = 12.85µm, LP

MMI = 255µm.
This completes our design process; the final dimensions and their design criteria

are summarised in table 5.3.

5.7.5. Device performance and bandwidth

The performance of the optimised devices is shown table 5.4, where excess loss, im-
balance and phase error are defined as in section 5.3.

Please note that the excess losses for TE polarisation are exactly 0.1dB, which was
the level we set when deriving the design formula for the access waveguide width
(5.39). The slightly lower losses for TM polarisation are also expected, as the sym-
metry and guidance factors are slightly higher for this polarisation due to the higher
modal confinement. Both imbalance and phase error are very low, especially for the
paired interference based device.

Figure 5.17 shows the excess loss, imbalance and phase error as a function of wa-
velength. In the 1.5µm – 1.6µm wavelength band excess losses remain below 0.6dB
for the paired interference based device, and below 0.4dB for the general interference
based device. However, the imbalance and phase error of the latter are slightly higher.
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(a) Paired Interference MMI.

1.8 3.4 5 6.6 8.3 9.8
0

0.1

0.2

0.3

0.4

0.5

|c
m

|2  (
o 

m
ar

ke
r)

θm (º)

0

20

40

60

80

100

ϑ 
(x

 m
ar

ke
r)

(b) General Interference MMI.

Figure 5.18.: Modal phase deviation (in degrees) and normalised modal excitation
coefficients for the general and paired interference based MMI.

5.7.6. Propagation constants error

In our design we have ignored the effect of the non-ideal distribution of the propaga-
tion constants, i.e., their deviation from the parabolic law (5.7). This error depends on
the lateral refractive index contrast, which, in our case, cannot be altered. However,
we shall now check that in the designed devices this error is low.

The accumulated phase deviation (in degrees) of the m-th mode is given by

ϑm =
(
βm −βideal

m

)
LMMI ×180/π, (5.40)

where βm is the real (simulated) propagation constant, and βideal
m is calculated from

equation (5.7). Figure 5.18 shows this deviation for both devices, as a function of
mode propagation angle as defined by equation (5.6). We can observe that the de-
viation is very large, up to 100° for the highest order modes. However, since the in-
put waveguides are relatively wide, the excitation coefficients (cm) of these modes
are very low (see figure 5.18). Actually, if we define an average phase deviation, ϑ =∑

m |cm |2ϑm , we find ϑ = 1.83◦ for the general interference based device, and ϑ =
1.25◦ for the paired interference based device, which explains their satisfactory per-
formance.

From figure 5.18 we also see that the highest order modes of both devices propa-
gate with similar angles, and that, as expected, in the paired device c3, c6 and c9 are
virtually zero (compare with section 5.2.5.2).

Finally, it is apparent from figures 5.18(a) and (b), that the phase error of each mode
is determined by its propagation angle rather than its mode number. For example, the
sixth mode of the paired device has a propagation angle of 6.9° and its phase error is
comparable to the fourth mode of the general interference device, which has a similar
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propagation angle of 6.6°.The fifth mode of the paired interference device has a much
smaller phase error than the fifth mode of the general interference device, because
the propagation angle of the former is much smaller.

5.8. Tolerance analysis

When designing the access waveguide width (WA), the taper length (LT ) and the wa-
veguide separation (s), fabrication tolerances were taken into account. However, the
optimisation of WMMI and LMMI does not yield much information about fabrication
tolerances. Besides, these values are optimal only for the nominal etch depth. This is
why a thorough fabrication tolerance analysis, including length, width and etch depth
variations, will be carried out in this section.

From equation (5.8) we can find a relation between the variation of coupler length,
width and operating wavelength [115]:∣∣∣∣∆LMMI

LMMI

∣∣∣∣ = 2

∣∣∣∣∆WMMI

WMMI

∣∣∣∣ =

∣∣∣∣∆λλ
∣∣∣∣ (5.41)

We see that ∆L = ∆λLMMI
λ , so that length variations should have a similar impact on

performance as wavelength variations scaled by a factor LMMI/λ, which, for the ge-
neral interference based device, is 177. Since the device exhibits an acceptable per-
formance for wavelength variations of ±50nm, it should also support length varia-
tions of approximately ±0.05×177 ≈ 9µm. On the other hand, ∆LMMI =∆WMMI

2LMMI
WMMI

,
which means that width variations are equivalent to length variations but enhanced
by a factor 2LMMI/WMMI, which in our case is 73 for the general interference based
device. Thus, width variations larger than 9/73 ≈ 0.12µm must be expected to be cri-
tical. As discussed in section 5.2.5.2, in the paired interference MMI only a subset of
the multimode region’s modes is excited, reducing the distances at which the images
form by a factor of three. As shown in [115], this also results in a threefold increment
in the width tolerance, so that the paired interference MMI is expected to much less
affected by the fabrication tolerances than the general interference MMI.

5.8.1. Length variations

Figure 5.19 shows the performance variations when the the length (LMMI) of the de-
vice is changed. We can see that the device supports length fluctuations of ±5µm
without appreciable changes in its characteristics, which is expected from the above
analysis. In fact, the shape of the curves in figure 5.19 clearly resembles those in fi-
gure 5.17. It is also noticeable that while excess losses increase as soon as the length
deviates from its optimum value, imbalance remains almost invariant in a range of
approximately ±5µm. Thus, we may conclude that length variations are not critical,
since during fabrication this dimension can be easily controlled below 0.5µm.

5.8.2. Width variations

Device performance as a function of multimode section width (WMMI) is illustrated
in figure 5.20. As expected from equation (5.41), excess losses increase rapidly as
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Figure 5.19.: Effect of length variations.
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Figure 5.20.: Effect of width variations.
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Figure 5.21.: Effect of etch depth variations.

WMMI deviates from its nominal value: for a width variation of only 300nm they reach
around 1dB, the paired device being slightly more insensitive than the general one.
For width variations around 100nm both devices exhibit excess losses of about 0.3dB.
Imbalance and phase error exhibit quite different behaviour for the paired and the ge-
neral interference devices. As depicted in the central plot of figure 5.20, imbalance is
much more insensitive to width variation in the paired interference MMI than in the
general interference MMI, staying below 0.2dB in former, and reaching 0.8dB in the
latter. The phase error (right plot in figure 5.20) remains below 2◦ for variations of
±300nm for the paired device, but increases up to 7◦ in the general device. Hence,
with ±100nm being a reasonable value for fabrication fluctuations, it seems to diffi-
cult to achieve a coupler with excess losses below 0.2dB. However, the paired confi-
guration still allows for reduced imbalance (0.1dB) and small phase errors (1◦).

Finally, it is noteworthy that the shape of the curves in figure 5.20, resembles the
mirror image of those in figure 5.19. This is because widening the MMI results in
a larger imaging length (see equation (5.8)), which is equivalent to a smaller device
length.

5.8.3. Etch depth variations

The etch depth of fabricated devices typically varies in ±100nm. By examining fi-
gure 5.21 we find that excess losses remain below 0.3dB for the paired device, and
below 0.4dB for the general device. This good tolerance probably comes from the fact
that the access waveguide width (WA) was designed with this etch depth variations
in mind. As for imbalance, we see that the paired configuration again outperforms
the general one. The maximum phase error of the paired interference based device is
about −1.5◦ and 2◦ for the general configuration.

71



5. Multimode interference coupler design

s = 4.3µm

WA = 2.8µm

LT = 50µm

WMMI

LMMI

0.70µm
0.75µm

12.8µm
12.8µm

512µm
506µm

D WMMI LMMI

Optimized multimode
region dimensions

¶

·

¸

¹

º

Figure 5.22.: Geometry of the 2×3 MMI.

5.8.4. Conclusions

The main conclusion than can be drawn from this tolerance analysis is that , in terms
of imbalance and phase error the paired interference MMI is considerably more ro-
bust to fabrication tolerances than the general interference MMI. Consequently we
will use this device in the sixport. Even with the maximum expected variations of
±0.1µm in device width and ±0.1µm in etch depth, this MMI still offers a good per-
formance: ∼ 0.2dB of imbalance and ∼ 1.5° of phase error.

5.9. Design of the 2×3 MMI

As discussed in chapter 2, the sixport requires not only the 2×2 MMI, whose design
we have discussed in the previous sections, but also a 2 × 3 MMI. With the design
procedure that we have developed, the design of the latter is straightforward. The
width of the access waveguides, their separation and the length of the adiabatic taper
is the same as in the 2×2 design (see figure 5.22), so that only the width (WMMI) and
the length (LMMI) of the device have to determined. Note that increasing the MMI
width will not substantially increase the average phase error, because, as discussed in
section 5.7.6, this error depends on the propagation angle of the modes excited inside
the multimode region, and not so much on their mode number. Since we are keeping
the same input waveguide width as in the 2 × 2 MMI, we are also maintaining the
angular spectrum of the input excitation, so that the phase error should not increase
appreciably.

As outlined in section 5.2.6, in order to have a uniform spacing between the output
waveguides, the centres of the input waveguides has be situated at a distance Weff/6
from the edges of the multi-mode section. Assuming Weff = WMMI, i.e., ignoring the
Goos-Hänchen shift, and by inspection of figure 5.22 we find that the approximate
width of the device is WMMI = 3s = 12.9µm. Using this as starting point for the optimi-
sation of MMI width and length (algorithm 5.1), the optimum dimensions shown on
the right hand side of figure 5.22 are arrived at.

Apart from insertion loss and imbalance, the phase error is of particular impor-
tance in the 2×3 MMI, since it determines the accuracy of the position of the sixport
centres. Specifically, we are interested in the relative phases with which the waves
from both input ports combine at each output port, so that we define the phase er-
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Figure 5.23.: Performance of the 2×3 MMI as a function of wavelength for (a) TE
polarisation and (b) TM polarisation.

rors of the 2×3 MMI as:

PE3 =∠
s32

s31
− 2π

3

PE4 =∠
s42

s41

PE5 =∠
s52

s51
+

2π

3

(5.42)

The performance of the device in the 1500nm to 1600nm band is shown in figure 5.23
for both polarisations. The maximum insertion loss of the device is about 2dB for
TE polarisation at λ = 1.6µm, which is considerably higher than the 0.6dB insertion
losses of the paired 2×2 MMI. Similarly, the maximum imbalance of 0.6dB of the 2×3
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Figure 5.24.: Width tolerance of the 2×3 MMI as for (a) TE polarisation and (b)
TM polarisation.

MMI clearly exceeds the 0.15dB obtained in the 2×2 coupler. Also, the phase error is
considerably larger in the 2×3 MMI (4°) than in the 2×2 MMI (1°).

From the tolerance analysis of the 2×2 MMI carried out in section 5.8 we now that
the width of the MMI is critical to the operation of the device, so that it is convenient
to examine also the width tolerance of the 2×3. This is shown in figure 5.24, revea-
ling that for width variation in the range of ±0.1µm the 2×3 MMI exhibits insertion
losses of about 0.6dB, and a maximum imbalance of 0.3dB for TE and TM polarisa-
tions, both of which are appreciably higher than the 0.2dB insertion loss and 0.1dB
imbalance that were calculated for the same width variation for the paired 2×2 MMI.
Similarly, the phase error of ∼ 3° is significantly higher than in the paired 2×2 MMI,
which showed an error of ∼ 1°.

Consequently, the 2×3MMI is be the most critical part of the sixport, and will de-
termine the performance of the circuit in both bandwidth and fabrication tolerances.
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5.10. Conclusions

The main goal of this chapter was to design shallowly etched, rib waveguide based
multi-mode interference couplers, that can be fabricated in the same lithographic
step as the single-mode interconnecting waveguides.

Our starting point has been the self-imaging theory that governs the operation of
multi-mode interference couplers. We have quantitatively analysed what restrictions
this theory poses on the design of MMIs based on shallowly etched rib waveguides.
As a result, we have established the presence of imaging and non-imaging modes in
the multimode section, and have derived the design formula (5.39) for the width of
the access waveguide, that ensures high performance operation. We have studied
the design of an adiabatic taper to join the interconnecting waveguides and the MMI
access waveguides and we have developed a complete design procedure to optimise
all geometrical parameters of the coupler.

Using this procedure, a paired interference and a general interference based 2×2
MMI have been designed, both offering almost ideal performance (imbalance and
excess loss of∼ 0.1dB) when nominal dimensions are considered. As expected, device
width was found to be the most critical parameter regarding tolerances. However, as
predicted by theory, the paired interference device exhibits much larger tolerances
to fabrication fluctuations and will thus be used in the six-port junction. We have
furthermore described the design of the 2× 3 MMI, which has a smaller bandwidth
and tighter fabrication tolerances than the 2×2 MMI, and will thus be determine the
overall performance of the sixport.
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6
Sixport design

ONCE the design of waveguides and the MMIs is completed, the design if the six-
port is relatively straightforward. In this brief chapter we will discuss the general

layout of the junction (section 6.1) and assess its overall performance via simulation
(section 6.2).

6.1. Layout

Both fabrication, measurement and a possible packaging of the final chip have to be
taken into account in the layout of the device. The fabricated device will be part of
a rectangular optical chip. Two opposite sides (or facets) of the chip will be polished
to optical quality, and can thus be employed for light input and output, whereas the
remaining two sides cannot be used for this purpose. For measurement, a fibre and
a microscope objective have to be precision aligned to the input and output wave-
guides. Since the alignment blocks are relatively large mechanical parts, input and
output cannot be on the same facet of the chip, since it would be impossible to align
both. For packaging, it is mandatory to separate the DUT port from the four outputs
that would be connected to a photodetector array by at least 5mm. Otherwise, me-
chanical alignment of the photo-detectors and the output fibre would not be feasible.
Furthermore, in order to avoid coupling of straylight from the input to the outputs,
they should be vertically offset by about 2mm. Finally, the circuit should introduce as
little imbalance as possible between the light travelling from the input and from the
DUT port to each of the outputs of the 2×3 MMI. This means that the layout of this
part should be symmetrical, so that curvature losses are identical for both paths.

The most compact layout we found to fulfil all the above considerations is shown in
figure 6.1. In this figure tapers and s-bends, which are needed at the MMI inputs and
outputs to decouple the waveguides, are not shown for the sake of clarity. As discus-
sed in section 5.10, the 2×2 MMI is paired interference based. Port 1 is the input port,
and the DUT port is port number 2. The power reference is provided through port
4, and the three sixport outputs are ports 3, 5 and 6. The left hand side waveguide
that is not numbered is the radiation port. The length of the interconnecting wave-
guides is also shown in figure 6.1. For the moment, we will assume that both facets
have a perfect anti-reflective coating, and in this case only the length of the DUT port
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Figure 6.1.: Schematic layout of the sixport junction (not to scale). The port
numbering and the length of the interconnecting waveguides is also shown.

(number 2) is relevant, because, as discussed in section 2.4, it determines the rotation
rate of the sixport centres. In section 8.6, when we discuss the characterisation of the
fabricated device, the remaining distances have to be taken into account, since they
determine the interference produced by the reflections from the uncoated facets.

6.2. Simulation of the complete circuit

A full electromagnetic simulation of the complete circuit is computationally unfea-
sible. However, since all the interconnecting waveguides are single-moded, a S-matrix
based simulation can be carried out. This approach assumes that the input and out-
put waveguides of all devices support only the fundamental TE and TM mode, so
that, for each wavelength and polarisation, the device is completely defined by a ma-
trix of complex transmission (and reflection) coefficients that relate the optical field
at every pair of input and output ports. Additionally, we do not consider polarisation
cross-talk, which is reasonable, since no polarisation coupling was observed in the
electromagnetic simulation of the individual devices.

With this approach a waveguide of length L is simply characterised by the effective
indices of both polarisations, nTE

eff (λ) and nTM
eff (λ), as a function of wavelength, its S-

matrix being:
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Figure 6.2.: Simulated sixport centres in the 1500nm – 1600nm band for both TE
and TM polarisation..

STE,TM
w g (λ) =

[
S11 S12

S21 S22

]
=

[
0 exp(−j2πLnTE,TM

eff /λ)

exp(−j2πLnTE,TM
eff /λ) 0

]
(6.1)

The S11 and S22 elements of the matrix are zero, because no reflection is expected
from the waveguide. It is noteworthy that while the effective indices, nTE

eff (λ) and
nTM

eff (λ), vary slowly with wavelength, the transmission parameters, S12 and S21, can
vary very rapidly depending on the length (L) of the waveguide. In order to avoid
undersampling of the phase response of these terms, it is convenient to interpolate
nTE

eff (λ) and nTM
eff (λ) to a much smaller wavelength step than the one used for electro-

magnetic simulation.
The electromagnetic simulation results of the MMIs are also stored in S-matrices.

Again, the MMI response varies slowly with wavelength, but in order to avoid phase
uncertainties when connecting two or more MMIs with a waveguide, the response of
this devices was interpolated to the same wavelength step used for the waveguides.

The S-matrices of the MMIs and the waveguides were then connected according to
the schematic shown in figure 6.1 using the algorithm described in [116, Ch. 10]. This
yields a 7× 7 S-matrix (because the sixport has a total of 7 ports) for each polarisa-
tion that contains all the amplitude and phase information of the complete junction.
The sixport centres are then readily computed using equation (2.14). As mentioned in
section 2.4.1, the centres of the sixport will actually rotate with wavelength, because
of the wavelength dependent phase difference introduced by the ∼ 2.2mm long DUT
waveguide. Since this effect is easily accounted for by calibration, and in order to fa-
cilitate visualisation, we will cancel out this rotation when plotting the centres. Figure
6.2 shows the simulated centres of the six-port junction for both TE and TM polari-
sation. Clearly, the centres are located at the desired amplitude (∼ 1.5) and with 120°
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Figure 6.3.: Relative amplitude and phase of the six-port centres.
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phase shifts, both of which vary only slightly with wavelength. From figure 6.3 we
see that the centres are well balanced, with a maximum amplitude and phase error
of 1.5dB and 10° in the 1500nm – 1600nm band. Within the C-band, these errors are
well below 1dB and 5°. As discussed in section 5.10 these errors can be mainly attri-
buted to the 2×3 MMI. When discussing the calibration of the sixport in section 2.4.2,
we highlighted the importance of the six-port not coupling any power from the DUT
port (port number 2) to the reference pot (port number 4). Indeed, the simulated S42

parameter is below −68dB in the 1500nm – 1600nm band, so that power can only
couple between these ports by reflection in port 1, which, in turn, depends on the
quality of the anti-reflective coating deposited on the chip facets.

Finally, the expected losses of the device are given in figure 6.4, and found to be
very similar for TE and TM polarisation. The reference port (number 4), exhibits the
expected 3dB losses at λ = 1550nm, and has the flattest response, as the signal only
travels through a single MMI. At the DUT port (number 2) around 6dB are obtained,
due to the two 2× 2 splitters. At λ = 1550nm the losses at the sixport outputs (port
numbers 3, 5 and 6) are close to the ideal −10log10(0.5×0.5×0.33) = 10.8dB and in-
crease up to 14dB at the band edges due to the combined wavelength response of the
three MMIs.
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To define it rudely but not inaptly, engineering is the
art of doing that well with one dollar which any bun-
gler can do with two after a fashion.

Arthur M. Wellington.

7
Minimum Phase in Photonic Devices

THE FOCUS of this chapter and the next is on the characterisation of photonic de-
vices. Here, we develop a general theory of minimum phase in photonic devices,

that will be applied to the measurements in chapter 8. Minimum phase is particu-
larly relevant to the characterisation of photonic devices, because unless sophistica-
ted OFDR techniques are employed, the optical phase response cannot be measu-
red. However, if a certain device exhibits minimum phase, its phase response can be
directly computed from its wavelength-swept power response. Once the complete
(amplitude and phase) response is known, it can be converted to the time domain
by means of an inverse Fourier transform, yielding the impulse response, or reflecto-
gram, of the device. While we have also proposed the use of this technique to detect
spurious reflections [39], here we centre our attention on the removal of reflection
artifacts that appear when a photonic device is measured without anti-reflective coa-
ting, as will be the case in the next chapter. This is achieved by filtering (or gating)
of the impulse response, and is termed from now on as minimum phase temporal
filtering (MPTF).

We outline the problem of facet reflections, as well as some previous results on mi-
nimum phase in optics in section 7.1. The concept of MPTF is rigorously defined in
section 7.2 and mathematically analysed in section 7.3. As a result of this analysis we
are able to establish a mathematical condition that assesses whether a photonic de-
vice is or not minimum phase. Section 7.4 deals with the practical requirements of the
new technique, such as measurement bandwidth and resolution, and presents simu-
lated and experimental results for multi-mode interference couplers in SOI without
anti-reflective coating. Finally conclusions are drawn.

7.1. Introduction

Characterisation of integrated optical devices in research environments is often per-
formed with a tunable laser source (TLS) as input and a detector at the device output
which records the transmitted optical power as a function of wavelength. When a high
refractive index platform, such as InP or SOI, is used, power reflections at the chip fa-
cets can be very strong (∼ 30% of the power is reflected at SOI facets). In a waveguide
this results in the well known Fabry-Perot fringes, which can be used to calculate pro-
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Figure 7.1.: Measured transmittance of a 2×3 MMI in SOI without AR coating.

pagation losses (see section 8.4 or reference [117]). However, for devices with several
inputs and outputs more complicated interference patterns arise, because of the mul-
tiple sources of reflection. As an example, figure 7.1 shows the experimental response
of the SOI 2×3 MMI designed in section 5.9, when measured without anti-reflective
coating. The amplitude of the interference fringes is of 5dB, thus completely obscu-
ring the actual device response which is only expected to vary approximately 1dB in
the 1520− 1580nm band. Hence it is often necessary to cover the chip facets with
an anti-reflective coating prior to measurement. Nevertheless, the ability to measure
propagation losses of reference waveguides on the chip, using the Fabry-Perot tech-
nique, is then lost. Furthermore, from cost point of view, it might be preferable to coat
only those devices which are known to function correctly. This is why several methods
have been proposed to characterise devices without anti-reflective coating [118,119].
These are however limited to specific coupler configurations and depend on the value
of the facet reflection coefficient.

Here we will show that using minimum phase techniques it is possible to com-
pute a meaningful temporal (impulse) response of the device from wavelength swept
power transmission measurements. The temporal response can then be filtered to
eliminate the reflection artifacts and recover the desired device characteristics. The
temporal data constitutes a reflectogram that is conceptually analogous to that ob-
tained by Optical Frequency Domain Reflectometry (OFDR) [31], and can also be
used for other time domain characterisation techniques, such as [120]. On the other
hand, minimum phase techniques have been applied to the characterisation of Fibre
Bragg Gratings [121–123], optical tomography [124] and the characterisation of non-
linear films [125], among others. The key issue of these techniques is to ensure that
the system which is being analysed actually exhibits minimum phase characteris-
tics [126–128]; if these are not fulfilled the accuracy of the technique is often affected
negatively. This is why we eventually need to derive a condition that establishes if a
certain photonic device exhibits minimum phase.
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Figure 7.2.: Concept of minimum phase filtering.

7.2. MPTF concept

To illustrate the concept of MPTF, we will make use of the concept of impulse res-
ponse, which we briefly reviewed in section 2.1. Let us consider light propagation
inside a chip with reflecting facets as shown in Fig. 7.2(a). C1 and C2 are the input
and output coupling efficiencies, and R1, R2 are the facet amplitude reflectivities. S21

and S12 represent the device’s forward and backward amplitude response, whereas
S11 and S22 are the device’s input and output amplitude reflection coefficients. The
single mode input and output waveguides are modelled as

Di (ν) = exp(−αLi )exp(−j2πνneffLi /c), (7.1)

with Li the length of the waveguides, neff the effective index andα the loss coefficient.
For simplicity, here we are neglecting waveguide dispersion. This does not affect our
analysis, as long as the temporal effect of a waveguide can be considered to be a delay,
i.e. its impulse response is much shorter than the impulse response of the device. The
impulse response of the system in Fig. 7.2(a) is shown schematically in Fig. 7.2(b). It
will typically consist of a direct transmission term, m0(t ) corresponding to the first
transmission through the chip, and a subsequent series echoes arising from internal
reflections and facet reflections. The delay of the direct transmission term is τ0, and
the echoes occur at τi , i > 0.

When measuring an integrated optical system with a TLS and recording the opti-
cal output power, we obtain its power frequency response |M(ν)|2 (or, equivalently,
the power wavelength response |M(λ)|2). To recover the device’s forward response,
|S21(ν)|2 from measurement data, we apply MPTF as follows:

• Calculate the minimum phase response, ∠M̃(ν), from |M(ν)|. This is accompli-
shed either by logarithmic Hilbert transformation [129, 130], or using iterative
error reduction algorithms [125,131]. A detailed discussion of the former as well
as a Matlab implementation can be found in appendix C.
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• Compute the minimum phase impulse response, m̃(t ), as the inverse Fourier
transform of |M(ν)|exp(j∠M̃(ν)).

• Filter the unwanted echoes from m̃(t ) and Fourier transform the direct trans-
mission term, m̃0(t ). As we show in the section 7.3, the square magnitude of
the Fourier transform of m̃0(t ) yields the direct power transmission through the
chip:

|M̃0(ν)|2 = |C1|2|C2|2 exp(−2α(L1 + L2))|S21(ν)|2. (7.2)

• The coupling and waveguide losses are obtained by measuring a reference wa-
veguide and repeating steps 1-3, which yields |W̃0(ν)|2 = |C1|2|C2|2 exp(−2α(L1 +
L2)). The quotient |M̃0(ν)|2/|W̃0(ν)|2 then gives the desired parameter |S21(ν)|2.

Naturally, filtering the direct transmission term is only possible if it is properly sepa-
rated from the first echo. As discussed in section 7.4.1 this is usually the case if the
device is not narrow-band, and will be assumed in the following. It is also noteworthy
that instead of preserving only the direct transmission term, we could also isolate any
of the echoes or a combination of both.

7.3. Theoretical framework

In this section we will provide the theoretical background of the MPTF technique. We
proof the applicability of the MPTF algorithm for devices with a single optical path
from input to output, as illustrated in Fig. 7.2(a). In the presence of multiple input
and output waveguides, and hence multiple optical paths from input to output, the
validity of the technique depends on the minimum phase nature of the device. A
sufficient condition for such devices to exhibit minimum phase is derived, assuming,
as above, that the separation between echoes be large.

7.3.1. Laplace transform and minimum phase

Before analysing the MPTF technique, it is convenient to recall some properties of
the Laplace transform. Given a certain impulse response m(t ), its Laplace trans-
form,which we will also refer to as transfer function, is defined as

M(s) =

ˆ +∞

−∞
m(t )exp(−st )dt , (7.3)

where s =σ+j2πν is the complex Laplace variable. Note that by setting s = j2πν in (7.3)
the transfer function reduces to the Fourier transform of m(t ), that is, the frequency
response M(ν).

In the following we will use two well known properties of the Laplace transform
[126, 130]: i) A transfer function M(s) is a minimum phase function, if and only if, all
its poles and zeros are in the left-hand half plane. ii) If M(s) is not minimum phase, it
can be factored into a minimum phase function, M̃(s), and an all pass function, M̄(s).
The latter accounts for all the zeros of M(s) in the right-hand half-plane and has unit
magnitude, i.e., |M̄(ν)| = 1. From now on the ˜ and ¯ symbols will be used to denote
minimum phase and allpass functions, respectively.

86



7.3. Theoretical framework

C1 D̃1 D̃2S̃21 C2

R2R1 D1 D̄2

in out
+

+

+
S11

S22

S12

1 2
D̄1

S̄21

D2

Figure 7.3.: Minimum phase signal flow graph.

7.3.2. Analysis of MPTF

Consider again the basic device with one input and one output waveguide and reflec-
ting facets shown in Fig.7.2(a). We will now analytically examine the application of
the MPTF algorithm to this system.

The transfer function of the system in Fig.7.2(a) can be obtained using Mason’s rule
[132], yielding

M(s) =
C1D1(s)S21(s)D2(s)C2

∆(s)
(7.4)

The denominator is given by ∆ = 1−Q1 −Q2 −Q3 + Q1Q2, the loop gains being Q1,2 =
D2

1,2S11,22R1,2 and Q3 = D2
1D2

2S21S12R1R2, where the s dependence has been dropped
for simplicity. The numerator is the gain of the only forward path from input to out-
put. In a signal flow graph, a forward path is a path from input to output along which
no node is encountered more than once. In an optical device this condition can be
understood as the lightwave not travelling through the same waveguide in the same
direction more than once. We shall now factor M(s) into a minimum phase function
and an all-pass function. Since M(s) is the transfer function of a passive system, it
is stable, so that all its poles are in the left-hand half-plane. The zeros of M(s) arise
from the zeros of its numerator and the poles of its denominator, ∆(s). All poles of
∆(s) are in the left-hand half-plane, since all transfer functions involved in the deno-
minator are stable. Hence, the only right-hand half-plane zeros of M(s) are those of
its numerator. Thus, M(s) may be factored as M(s) = M̃(s)M̄(s), with

M̃(s) =
C1D̃1(s)S̃21(s)D̃2(s)C2

∆(s)
(7.5)

M̄(s) = D̄1(s)S̄21(s)D̄2(s). (7.6)

The minimum phase and all-pass parts of D1,2 are D̃1,2(s) = exp(−αL1,2) and D̄1,2(s) =
exp(−sneffL1,2/c), because D̄1,2(s) has a zero at σ = +∞, and |D̄1,2(s = j2πν)| = 1 (see
also [133, Eq. 7]).

From (7.5) and (7.6) we see that M(s) is not a minimum phase function. Conse-
quently, the minimum phase information recovered from the measurement data, |M(ν)|2,
is not the physical phase of the measurement setup, but the phase of a system with
transfer function M̃(s). The signal flow graph of M̃(s), which is obtained by simple
comparison of (7.4) and (7.5), is shown in Fig. 7.3. Note that the forward path contains
the minimum phase terms, whose product yields the numerator of (7.5). The all-pass
terms have been moved to the lower part of the loops, so that the loops gains (Qi )
that compose the numerator of (7.5) do not change. From Fig. 7.3 it is clear that the
minimum phase impulse response, m̃(t ), is composed of a direct transmission term

m̃0(t ) = C1C2 exp(−α(L1 + L2))s̃21(t ), (7.7)
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and a series of echoes from the different feedback loops. If the waveguides are long
enough to ensure that the echoes do not overlap with the direct transmission term,
which in practical situations is often the case (see Section 7.4.1), the spurious echoes
can be filtered. Fourier transforming the remaining m0(t ) term, and taking the square
magnitude of the result we find

|M̃0(ν)|2 = |C1|2|C2|2 exp(−2α(L1 + L2))|S21(ν)|2, (7.8)

since |S̃21(ν)| = |S21(ν)|. This equation is one the main results of this chapter. It shows
that using the minimum phase information computed from the measurement data,
|M(ν)|2, it is possible to recover the device’s magnitude response, |S21(ν)|2, multi-
plied by the total waveguide losses, exp(−2α(L1 + L2)), and the total coupling losses,
|C1|2|C2|2. As discussed in Section 7.2, these losses can be determined by measu-
ring a reference waveguide, so that they can be cancelled from the device measure-
ment. Naturally, this cancellation requires repeatable coupling characteristics, which
are achieved if the reference waveguide and the device are close to one another, and
their facets are polished to similar quality.

7.3.3. Minimum phase condition for general device configurations

In the previous section we have shown that in systems with a single forward path
the MPTF technique successfully recovers the device response. Let us now consider
more complex configurations with multiple forward paths, such as the 2×2 coupler
shown in Fig. 7.4. To determine the minimum phase nature of such a system, it would
be possible to explicitly compute the overall transfer function of the device with the
reflecting facets and then study the position of its zeros. However, with the signal
flow graph approach employed in the previous section, a general minimum phase
condition, which provides a better insight into the problem, can be derived. Mason’s
rule for graphs with N forward paths reads [132]:

M(s) =
1

∆(s)

[
N∑

k=0
Fk (s)[1 +

∑
qk

Pqk (s)]

]
, (7.9)

where Fk is the gain of the k-th forward path, N is the number of forward paths, and
Pqk (s) is a product of loop gains of those loops that do not touch the k-th forward
path. Since the numerator of M(s) is now a sum of several terms, M(s) cannot be ea-
sily factored into a minimum phase and an all-pass function as in (7.5) and (7.6). Ho-
wever, in many practical situation, including multi-mode interference couplers (see
Section 7.4.1), the delay introduced by the waveguides is much larger than the im-
pulse response of the device. As we show in appendix B, this fact can be exploited to
derive a sufficient condition for the minimum phase part of M(s) to contain all the
relevant information on the device. This condition is given by

|F0| >
N∑

k=1
|Fk |+

N∑
k=0

|Fk |
∑
qk

|Pqk |, (7.10)

and constitutes an important result of this chapter. It states that if the gain of the
shortest forward path (or direct transmission) is larger then the sum of the gains of the
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Figure 7.4.: 2×2 coupler with signal flow graph. The two forward paths are shown
as blue and red lines.

remaining paths (and the relevant loop gains), the associated impulse response is a mi-
nimum phase function (with exception of the initial delay). In the case of a device with
a single forward path such as the one analysed in section 7.3.2, (7.10) holds always,
since it reduces to |F0| > 0. This is because if there is only one forward path N = 0 and
Pqk = 0 because all loops touch the forward path.

As an application example of (7.10) consider the 2×2 coupler illustrated in figure
7.4 . Using Mason’s rule and dropping the common delay of both forward paths
(D1D3), we find V = F0 + F1 + F0P0,where F0 = S31C1C3, P0 = R2R4S42S24D2

2D2
4 and

F1 = S41S24S32R4R2D2
2D2

4C1C3. Neglecting waveguide losses and setting Si j = 1/
p

2
(i 6= j ), Si i = 0, Ri = 0.56, which is the approximate Fresnel reflection coefficient for
a silicon-air interface as encountered in SOI technology, we find: |F0| ≈ 0.71|C1C3| >
|F1|+ |F0||P0| ≈ (0.11 + 0.11)|C1C3|. Hence, the measured data corresponds to a mini-
mum phase function.

While the derivation of the minimum phase condition (7.10) is focused on integra-
ted optical devices, it is expected to hold for more general systems, too, as long as the
impulse response consists of short, well separated pulses. In fact, it agrees well with
previously published results in other areas. In [125] it was found by simulation that an
impulse response with two peaks of comparable magnitude could still be successfully
processed using minimum phase techniques, whereas in the presence of a third peak
the results were less accurate. Neglecting the Pqk terms in (7.10) and setting N = 2, we
find |F0| > |F1|, that is, the impulse response actually remains minimum phase as long
as the second peak is only marginally smaller than the first one. On the other hand,
for N = 3 we have |F0| > |F1|+ |F2|, which is obviously not fulfilled with three peaks of
comparable magnitude, so that the impulse response can no longer be assured to be
a minimum phase function. In another paper [134] it is shown experimentally that by
artificially adding an impulse at the origin to an arbitrary impulse response function,
the sum becomes a minimum phase function. In the treatment presented here this
technique consist in increasing the value of |F0| until (7.10) holds.
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7.4. Application

The practical application of the MPTF technique is discussed in this section. First,
measurement setup requirements are studied and found to be readily realisable. Si-
mulations for MMIs on SOI are carried out and confirm the accuracy of the technique.
Finally a 2× 3 MMI on SOI without AR coating is experimentally characterised, and
some considerations on the extension of the technique to narrow band devices are
given.

7.4.1. Practical Considerations

In this section we will address some practical limitations which have to be taken into
account to assure that the algorithm presented in the previous section yields accurate
results.

First, and referring to figure 7.2(b), the separation of the first echo and the direct
transmission has to be large enough for the two pulses to be clearly separated. The
duration of the direct transmission pulse is approximately given by the reciprocal of
the couplers bandwidth, whereas the delay of the first echo is bound by the shortest
input or output waveguide. From this, the minimum waveguide length is found to be:

Lmin À λ2
0

BWDUTng
, (7.11)

where BWDUT is the DUT’s 3dB bandwidth, and ng is the group index. In microme-
ter scale SOI rib waveguides the group index is approximately ng ≈ 3.6. Assuming a
coupler bandwidth BWDUT = 30nm at λ0 = 1550nm, we find Lmin À 20µm, which is
verified in virtually any practical layout.

Second, measuring |M(ν)|2 in a limited bandwidth determines the temporal reso-
lution with which the impulse response can be computed. Equivalently it limits the
minimum spatial separation of two reflections that can still be distinguished. Impo-
sing that this separation be the physical length of the device under test, the following
criterion for the measurement bandwidth is readily derived:

BWmeas À
λ2

0

LDUTng
. (7.12)

Note that (7.12) is very similar to the equation (2.11) that determines the spatial re-
solution of a OFDR measurements. For a coupler length of LDUT = 300µm, and the
same parameters as before, we find BWmeas À 2nm. With most moderns lasers swee-
ping 60nm or 100nm of bandwidth is unproblematic, so that condition (7.12) can be
readily fulfilled.

Finally, the required spectral resolution of the measurement is determined by the
Nyquist criterion: the sampling of the frequency response has to be fine enough to
avoid temporal aliasing of the impulse response, m(t ). Taking into account that m(t )
consist of a series of echoes from the chip facets, we find:

Λ¿ λ2
0

Lmaxng
, (7.13)

90



7.4. Application

Figure 7.5.: (a) Simulated power transmission of a 2× 2 MMI in SOI without AR
coating. The device layout is shown schematically in the inset of figure 7.5(b). (b)
Computed minimum phase impulse response.

Figure 7.6.: Recovered coupler parameters for (a) a 2×2 MMI and (b) a 2×3 MMI.

where Λ is the spectral resolution and Lmax is the length of the longest round-trip in
the device. A chip length of 1cm (and an associated round-trip of 2cm), would require
Λ¿ 0.04nm. The adequate spectral resolution is also easily identified experimentally
by ensuring that the interference fringes are smoothly sampled.

7.4.2. Simulations

We shall now assess the performance of the MPTF technique in two simulated scena-
rios: the paired 2×2 MMI and the 2×3 MMI designed in chapter 5, both with strong
facet reflections from the silicon-air facets.

The transmission and reflection of the couplers and the dispersion characteristics
of the input and output waveguides were simulated with the Fimmwave tool. The
reflecting facets were simply modelled as a constant Fresnel reflection amplitude co-
efficient R = 0.56, and perfect coupling was assumed for simplicity. Using the S-matrix
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approach described in section 6.2, the waveguides, the reflecting facets and the MMI
were then connected. The overall spectral response consists of 12000 data points in
the 1520nm to1580nm band, i.e., a spectral resolution of 0.005nm. As expected, the
resulting power transmission (|M31|2) through the 2× 2 coupler exhibits strong and
complex fringes, as shown in figure 7.5(a). The minimum phase of |M31(ν)| was com-
puted using the logarithmic Hilbert transform approach (see appendix C for details)
and the minimum phase impulse response, m̃(t ), was obtained by an inverse Fast
Fourier Transform (FFT). The processing time for these two operations is about 30ms
using Matlab on a 1.6GHz notebook. Figure 7.5(b) shows m̃(t ), where the time axis
has been conveniently scaled to represent propagation distance.

The length of the input and output waveguides of the the MMI are L1 = 1mm, L2 =
2mm, L3 = 3mm and L4 = 4mm [see inset of figure 7.5(b)], and they were chosen to
illustrate that m̃(t ) has indeed physical meaning. Specifically, the echoes labelled A
through E can be associated with different round trips in the coupler. Echo A arises
from the propagation through waveguides 1 → 3 → 1 → 3, which is delayed4mm with
respect to direct path 1 → 3. Echo B results from the trips 1 → 3 → 2 → 3 and 1 → 4 →
1 → 3, and C from 1 → 4 → 2 → 3. D is the echo of the echo of A, and E is a combination
of A and B.

A 5ps wide smooth Kaiser window was used to filter the unwanted echoes and the
remaining direct transmission, m0(t ), was Fourier transformed, yielding the recove-
red response shown in figure 7.6(a). An excellent agreement between the original res-
ponse and the MPTF processed data is achieved. The minor deviations at the band
edges are an artifact of the Fourier expansion. The inset of figure 7.6(a) demonstrates
that simple averaging of the measurement data (|M31|2) does not generally yield ac-
curate results. The 2× 3 coupler was simulated with 5.4mm long input waveguides
and 1.9mm long output waveguides to emulate the physical device layout, and with
the same bandwidth and resolution as the 2×2 coupler. The coupler response recove-
red by MPTF is plotted in figure 7.6(b), and overlaps almost perfectly with the original
data, hence confirming the validity of the technique for this coupler configuration,
too.

7.4.3. Experiment

As a practical example of MPTF we will now apply it to the characterisation of the 2×3
MMI coupler designed in section 5.9. Here we will focus on the use of the MPTF tech-
nique, rather than how the measurements were carried out. The latter are described
in detail in section 8.3. The power transmission of the coupler without anti-reflective
coatings was measured by injecting light into one of its inputs with a lensed fibre, and
collecting the output with a microscope objective. The Fresnel power reflection coef-
ficient at the facets is estimated to be 30%. Measurements of the coupler were taken
in the 1480nm to 1580nm band, with a resolution of 0.001nm, which takes about one
minute using swept measurements. The strong interference patterns in the measure-
ment data were shown in figure 7.1, and completely mask the coupler response. For
calibration purposes a reference waveguide on the same chip as the coupler was also
measured. Figure 7.7(a) shows the MPTF processed transmission of the reference wa-
veguide, which includes coupling and waveguide losses, as well as laser sweep power
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Figure 7.7.: (a) MPTF processed calibration data. (b) Minimum phase impulse
response or reflectogram (c) Recovered coupler response.

nonlinearities. The minimum phase impulse response is plotted in figure 7.7(b). This
reflectogram clearly shows the facet reflection at a distance of ∼ 7.7mm (which cor-
responds to the length of the chip), and also reveals a weak reflection at ∼ 2.7mm.
The latter arises as follows: the input light travels through the MMI, is reflected back
at the chip output facet, and is re-reflected at the beginning of the MMI multimode
region [see inset in figure 7.7(b)]; the distance between beginning of the multimode
region and the chip output facet is ∼ 2.7mm. The processed coupler data divided
by the reference data is plotted in figure 7.7(c). Due to fabrication tolerances the ex-
perimental wavelength response is slightly shifted with respect to the simulated data
given in figure 7.6(b), but both the absolute insertion loss as well as the shape of the
curves are in good agreement with the simulations.

7.4.4. Application to narrow band devices

While we have focused our discussion on broadband devices, the MPTF technique
could be extended to narrow band devices such as ring resonators. Naturally, these
devices must exhibit minimum phase, which for ring-resonators is only the case if the
coupling coefficient is smaller than the roundtrip losses. Since the impulse response
of ring resonators is long, the length of the input and output waveguides must be such
that there is no overlap between the direct transmission and the echoes. Finally, the
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temporal filtering window has to be chosen adequately. If the passband information
is of particular importance, smooth temporal windows should be employed. Good
reproduction of the resonances requires rectangular windows, which exhibit higher
spectral resolution [135, Ch. 11.2].

7.5. Conclusions

If a device exhibits minimum phase, its optical phase response can be directly com-
puted from the wavelength swept power transmission measurement. In this chapter
we have derived a sufficient condition, equation (7.10), to assess the minimum phase
behaviour of photonic devices. MMI couplers have been shown to be essentially mi-
nimum phase devices, which enables the computation of their complete (amplitude
and phase) transfer function only from power transmission measurements. The im-
pulse response or reflectogram of the device can then be computed via an inverse
Fourier transform. While this reflectogram could be employed in a variety of ways,
here we have focused on filtering unwanted artifacts arising from the facet reflections
in uncoated devices. This typically requires power transmission measurements in a
bandwidth of around 60nm with a spectral resolution of ∼ 0.005nm, both of which
are readily achieved with swept measurements. We have demonstrated that with this
technique both 2×2 and 2×3 MMIs can be characterised accurately without need for
anti-reflective coatings.
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8
Fabrication and Measurements

THE EXPERIMENTAL results of this thesis are presented here. While device fabrica-
tion was carried out in an external foundry (the Canadian Photonic Fabrication

Center), we will give some important considerations regarding the design of the mask,
i.e. the “blueprint” of the photonic circuit, in section 8.1. The specifications for the
fabrication of the devices are given in section 8.2, and a brief description of the ex-
perimental setup will be provided in section 8.3. Waveguide losses are measured in
section 8.4 and found to be as low as 0.25dB/cm. Characterisation of the 2×2 MMIs
confirms the high performance and good fabrication tolerance that are anticipated
by simulation (section 8.5). A simple technique to measure the six-port centres is
presented in section 8.6, and the amplitude and phase imbalance of the centres is
determined to be below 0.5dB and 5°, respectively.

8.1. Mask design

The mask is the starting point for fabrication and contains all the geometrical features
(or patterns) that will be transferred to the wafer by lithography, i.e. by shining light
through the mask onto the photoresist covering the wafer (see also section 3.1). A
mask typically consist of a number of images, that can be transferred to the wafer in-
dependently from each other. This is achieved by covering the remaining images with
metal blades that block the light, so that the photoresist is only exposed by the desired
image. For instance, the mask shown on the left hand side of figure 8.1 contains three
images (called A, B and C), which appear as the large rectangular areas filled with finer
blue structures. Normally, each image, once transferred to the wafer, makes up a chip
or die. Since the size of the wafer is typically much larger than the size of the mask
(in our case the mask diameter is 31mm and the wafer diameter is 6" = 152.4mm),
each image can be repeated several times on the wafer, resulting in a number of (no-
minally) identical chips. In our case, the three types of chips were distributed on the
wafer as shown in figure 8.2. This layout was motivated by two reasons. First, lens
distorsion is minimal in the centre of the wafer, so image B, which contains the most
important test structures, was placed there. Second, the height of the silicon layer
on the wafer, as well as the etching conditions vary on a centimetre scale, so that in
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Figure 8.1.: Mask design for six-port, MMIs and several test structures. The different
levels of zoom show, from left to right, the complete mask, a set of MMI test
structures, three adjacent MMIs with input and output s-bends, and the tapered
output waveguides of a MMI (shown as white space).

Figure 8.2: Layout of the images on
the wafer. Only the images inside the
red line yield valid chips. C
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principle it is interesting to have images of every type everywhere on the wafer. This
is why some of the B images were placed on the left and right of the central column.

Each chip has two optical facets through which light is coupled in and out the wa-
veguides (see second image from the left in figure 8.1). In order to make these facets
accessible, the wafer has to be cut (or diced) along the lines shown in figure 8.2. Note
that a cut in the vertical direction (between columns) merely separates the strips of
chips, whereas a cut in the horizontal direction (along the long side of the chips) give
access to the facet of the chip above the cut and the facet of the chip below it. Howe-
ver, the cut is produced with a mechanical saw that is relatively thick (of the order of
50µm), so that the position of the cut cannot be controlled very precisely. If the cut
is made too far above the junction of the chips, the waveguides of the lower chip may
not reach facets, which renders the chip useless. To avoid this, within each image wa-
veguide stubs are placed opposite each waveguide end, as shown in figure 8.3. Several
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Figure 8.3.: “Stitching” of two identical images placed one below the other. The
magnified area shows how two waveguides from different chips are joined together.
The waveguides are shown as white space.

images of the same type can then be “stitched” together below one another, with the
stubs providing an extension of the waveguides of one chip into the next chip, so that
even if the cut is slightly misaligned, the waveguides of both chip reach the facet. This,
of course, does not work for chips corresponding to different images. After dicing, the
chip facets are polished to optical quality.

A further important consideration is etch density, i.e., the relative amount of wa-
fer surface that is removed by etching. In this particular fabrication process it should
be kept around 30%, so that only trenches around the waveguides are etched away.
Consequently, in the mask layout, instead of drawing the actual waveguides, the trenches
around them are specified (see the two rightmost images in figure 8.1).

Due to the large amount of components in the mask, as well as the added com-
plexity of generating the waveguide stubs and the trenches, manually drawing the
mask did not seem a feasible approach. Instead, we made use of the scripting capa-
bilities of Autocad and, using Visual Basic, we developed a simple library of functions
to draw waveguides, curves, s-bends, tapers, and MMIs. Each function takes a pair
of start coordinates and the dimensions of the device as parameters, draws the struc-
ture, and returns one or more pairs of end coordinates that can be used to connect
new devices. The short piece of code below, which draws a MMI connected to a s-
bend, illustrates this.

md.origin(0) = 0

md.origin(1) = 0

md.rotationAngle = 0

mmi2x2cp = drawMMI2x2(md)

sd.origin(0) = mmi2x2cp.downRight(0)

sd.origin(1) = mmi2x2cp.downRight(1)

sd.type = "downRight"

sd.rotationAngle = 0

scp = drawSbend(sd)

Here, md is a register that has been initialised with the dimensions of the MMI, and sd

97



8. Fabrication and Measurements

is a register with the dimensions of a standard s-bend. First, we define the origin of the
MMI to be (0,0), and indicate that it should not be rotated. The function drawMMI2x2

draws the MMI, and returns the coordinates of its endpoints in mmi2x2cp. We then
initialise the starting coordinates of the s-bend with the lower right input waveguide
of the MMI, and indicate that we want to draw the sbend down and to the right, and
with zero rotation. drawSbend then draws the s-bend at the desired position and
returns its endpoint in the variable scp. With this approach, the number of non-
systematic errors in the layout is reduced, and, once all the functions are in place,
mask generation is relatively fast and flexible.

8.2. Fabrication specifications

The specification that were passed on to the foundry for the fabrication of the circuits
will be briefly enumerated here.

While the etch depth that was considered for the design of both the waveguides
and the MMIs is D = 0.70µm, for final fabrication D = 0.75µm was specified. This
was done to compensate both for waveguide dishing and microloading between the
MMI access waveguides (see section 3.1). The latter is of particular importance since
it avoids coupling that could arise from too shallowly etched MMI input and output
waveguides. The MMIs themselves are not expected to affected by this change, since
they are relatively etch depth tolerant. Regarding the interconnecting the waveguides,
no indication of multi-mode behaviour was found in the measurements (section 8.4).

Normally rib sidewalls are not perfectly vertical, but present a small angle, which
makes the waveguide a little bit wider at the bottom. This has no sizeable impact
on waveguide performance, but MMIs have been shown to be very sensitive to width
variations. We found by simulation that if there is a small sidewall angle, it is prefe-
rable that the bottom width of the waveguide (instead of the top width) matches the
specifications. Thus all widths were specified as bottom widths.

The most critical dimension in our design is the width of the 2×3 MMI, which is,
however, to large to measure it directly. Instead a waveguide close to the 2×3 MMI is
used to monitor the width offset during fabrication.

The thickness of the bottom oxide layer was 1µm, which, owing to the 1.5µm thick
silicon layer, is enough to prevent substrate leakage. The top cladding of the chip
was a 0.5µm–1µm thick silicon dioxide (SiO2) layer produced with plasma enhanced
chemical vapour deposition (PECVD).

8.3. Measurement setup

The measurement setup employed to characterise the designs is illustrated schema-
tically in figure 8.4. Linearly polarised light from a tunable laser source is rotated to
horizontal (TE) or vertical (TM) with a polarisation controller. To launch light into
the circuit, a polarisation maintaining lensed fibre mounted on a micro-positioning
block is aligned in front of the chip, as shown in figure 8.5. At the output light is col-
lected with a microscope objective, and the orthogonal polarisation state is filtered
with a polarisation analyser. Using a flip down mirror the light can then be directed
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Figure 8.4.: Sketch of the measurement setup used to characterise the devices.

Figure 8.5: A tapered fibre (left hand
side) is used to launch light into the
circuit (centre), and the output light is
collected with a microscope objective
(right hand side).

either to a power detector or a infrarad camera connected to a monitor. The latter
is used for the coarse alignment of the chip with the input fibre and the microscope
objective. For fine tuning of the alignment as well as the actual measurements the
photodetector is used. The wavelength response of the device that is being tested is
then obtained by sweeping the wavelength of the tunable laser source.

Since we directly detect the light output from the chip, without having it interfere
with the input light, only the power response of the devices is recorded, while the op-
tical phase information is lost. Since the chips have no anti-reflective coating, and
approximately 31% of the optical power is reflected from the silicon-air facet, the
measurements are obscured by Fabry-Perot fringes. However, as discussed in chap-
ter 7, by using minimum phase techniques the actual optical phase can be recovered
for the devices considered here. This, in turn, enables reconstruction of the impulse
response and effective filtering (or gating) of the reflection artifacts. Still, a proper,
high resolution sampling of the fringes is required for the processing to yield correct
results. This is why using swept, i.e. continuous measurements as opposed to step-
ped measurements is crucial, since it allows for measurements in a large wavelength
range (∼ 100nm) with a high spectral resolution (∼ 0.001nm) in a reasonable amount
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of time (∼ 1min). Unless otherwise stated, all measurements presented in this chap-
ter have been adequately processed with the minimum phase technique presented in
chapter 7 to remove the effect of facet reflections.

8.4. Waveguides

In this section we will verify the single-mode behaviour of the interconnecting wave-
guides and compute their propagation losses, which are found to be ∼ 0.25dB/cm for
TE polarisation and ∼ 2dB/cm for TM polarisation.

There is probably no direct experimental method to proof that a rib waveguide is
actually single-moded. However, there are two checks that are usually performed.
The first one consists in aligning the waveguide and examining the output profile of
the waveguide on a monitor. The input fibre is then slightly moved from its opti-
mum position; if the waveguide is single moded this simply results in an attenuation
of the output field. If, on the contrary, the shape of the output field changes, higher
order modes can be present. The waveguide examined here showed a smooth atte-
nuation of the output field as the input fibre was moved, which signals that they are
single-moded. In a second test, the transmission spectrum of the waveguide is recor-
ded and the Fabry-Perot fringes arising from facet reflections are examined. If several
modes propagate along the waveguide, the fringes will exhibit anomalous peaks, due
to the interference of modes with different propagation constants. The fabricated wa-
veguide had simple, clean Fabry-Perot fringes as shown in figure 8.6(a), which again
indicates that only a single mode is propagating.

Facet reflections also facilitate the measurement of waveguide losses via the well
known Fabry-Perot resonance method [117]: the losses are computed from the maxima
and minima of the fringes as:

L[dB] = −10log10

[
1

Γ2

p
Pmax −

p
Pminp

Pmax +
p

Pmin

]
(8.1)

where Γ2 is the power reflectivity of the waveguide facets. We may estimate Γ2 as the
Fresnel reflection coefficient Γ2 = [(nSi −nair)/(nSi + nair)]2 = 0.31 = 5.1dB, because the
input and output waveguides are adiabatically tapered to a width at 3µm at the facets,
so that it is reasonable to say that the light is completely confined within the silicon
waveguide. Applying equation (8.1) for several wavelength, we obtain the propaga-
tion losses shown in figure 8.6(b). Alternatively, MPTF can be used to calculate the
transfer function of the direct transmission, D(λ), and of the “echo”, R(λ). Since the
echo is first reflected by the end facet, then travels back the waveguide, is reflected by
the input facet and travels again to the output, we have R(λ)/D(λ) = Γ

p
LΓ

p
L = Γ2L.

The losses obtained by this method coincide with those shown in figure 8.6(b). It has
to be highlighted that for TE polarisation a consistently low loss of around 0.25dB/cm
is obtained. TM polarisation exhibits losses of ∼ 2dB/cm, which is still a very practical
value. We were not able to determine the exact cause of the loss difference between
the two polarisation states, but a certain polarisation dependence is observed in other
micrometric rib waveguides, too [136].

Waveguides with several 90° curves with a 900µm radius, s-bends and tapers were
also measured and the insertion loss of these elements was found to be negligible.
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Figure 8.6.: Results of waveguide characterisation.

8.5. MMIs

We will now demonstrate that with the design technique presented in chapter 5, shal-
lowly etched MMIs with high performance and relaxed fabrication tolerances are in-
deed attained. Both single MMIs as well two back-to-back MMIs in a Mach-Zehnder
(MZI) configuration are employed for device characterisation. Some considerations
on the design of the test structures will be given in section 8.5.1, before we present the
experimental results in section 8.5.2.

8.5.1. Design of test structures

For device characterisation, both test structures with a single MMI and MZI consis-
ting of two couplers (see figure 8.7) were used. When launching light into a planar
lightwave circuit waveguide with an optical fibre, the mismatch between their optical
fields and optical scattering result in stray light which can degrade the performance of
MMIs [137]. To mitigate this effect, all test structures included two bends, with a late-
ral offset of∼ 1.8mm between the input and output waveguides, reducing the amount
of stray light detected at the output. After the MMI the waveguides are sufficiently se-
parated to exhibit negligible coupling over several centimetres, using small s-bends
not shown in the schematic in figure 8.7. Reference waveguides with the same bends
as the test structures were also included on each chip.

When measuring the MZI structure shown in figure 8.7, we found that stray light
originating at the output facets of the second MMI can distort the weak bar output.
Hence, it is important to ensure that the output is not only offset with respect to the
input waveguide, but also with respect to the MMIs. Measurement of the extinction
ratio (PC /PB ) between the cross and bar outputs of the MZI provides simultaneous
information on phase error and imbalance of the individual couplers. Using the am-
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Figure 8.7.: Schematic of the back to back MMI test structure. A scanning electron
microscope image of the interconnecting waveguides is shown in the inset. Interfe-
rence is constructive in the cross arm labelled “C” and destructive in the bar arm
labelled “B”. θ denotes the MMI phase error, u = P1/P2 its imbalance, and a the
nominal splitting ratio.

plitude coupling coefficients shown in figure 8.7, where u = P1/P2 is the power im-
balance, and θ the phase error with respect to the ideal 90◦ shift between the MMI
outputs, it is straightforward to show that the extinction ratio of the MZI is given by:

ER[dB] = 10log10
PC

PB
= 10log10

4

u + u−1 −2cos(2θ)
. (8.2)

A contour plot of (8.2) is shown in figure 8.8. Given a certain extinction ratio, from this
chart maximum values for the imbalance and phase error can be obtained.

As discussed in section 5.8 device width (WMMI) is the most critical dimension in
MMI couplers. The expected maximum fabrication variations being 150nm, for the
experimental tolerance study devices with nominal dimensions and width variations
of −300nm, −150nm and +150nm were fabricated.

8.5.2. Measurements

All devices were measured in the 1520nm – 1580nm band. The MPTF technique pre-
sented in chapter 7 was used to remove the spurious reflections from the silicon-air
facets, that cause complex Fabry-Perot fringes in the transmission spectra. The MPTF
techniques involves comparing the devices losses with a reference waveguide. Since
measurements for each polarisation state (TE and TM) are compared with the corres-
ponding polarisation state in the reference waveguide, polarisation dependent losses
of the devices’ input and output waveguides are taken into account.

Excess loss and imbalance of the paired and general excitation based devices with
nominal dimensions are shown in figure 8.9. The paired interference MMI (P-MMI)
exhibits imbalance below 0.5dB in the complete bandwidth, for both polarisations. A
similar level of imbalance has been reported in [138], albeit for much larger devices
on 4µm silicon substrate, where polarisation dependence and fabrication tolerances
are less stringent than in the 1.5µm substrate used here. For TE polarisation the per-
formance of the G-MMI is similar to the P-MMI, whereas for TM polarisation the im-
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Figure 8.8: Extinc-
tion ratio of the MZI
shown in figure 8.7 as
a function of imba-
lance and phase error
of the individual cou-
plers computed from
(8.2).

Figure 8.9: Excess
loss (EL) and im-
balance (IB) of the
general and paired
excitation based
MMIs with nominal
dimensions.

balance of the former is slightly higher when compared to the latter. This is attributed
to the combined effect of lower fabrication tolerances of the G-MMI observed in si-
mulation and stress induced birefringence [139] that modifies the optimum coupling
length of the MMI. Excess losses of the P-MMI are below 0.4dB in the 1520nm to
1580nm band for both polarisations. In [140], excess losses of approximately 0.5dB
per coupler (1dB for a MZI configuration) were reported in five times longer MMIs on
a 4µm silicon substrate. The G-MMI exhibits similar losses. Both types of MMI exhibit
slightly better performance for TE polarisation, while in simulations TM polarisation
was found to yield somewhat better results (see 5.7.5). This variation is attributed to
stress effects that were not included in the simulations.

The extinction ratio of the MZI composed of P-MMIs with nominal dimensions
was found to be above 22dB in the complete measurement bandwidth and for both
polarisations, which again compares favourably with much larger devices reported
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in [84, 138] and [140]. Referring to figure 8.8, this extinction ratio ensures imbalances
below 0.7dB, which is in good agreement with the maximum measured imbalance of
0.5dB, and indicates phase errors < 4◦. The G-MMI exhibits a minimum extinction
ratio of 25dB for TE polarisation and 20dB for TM polarisation. From figure 8.8 we
see that this is again in agreement with the maximum measured imbalance of 0.8dB
for this polarisation.

To study the fabrication tolerances of the paired and general excitation based MMIs,
the extinction ratios of MZIs composed of devices with widths varying between−300nm
and +150nm around the nominal value were measured. Figure 8.10 shows the mini-
mum extinction ratio in the 1520nm – 1580nm band of the MMIs, as a function of
device width. The extinction ratio averaged over the wavelengths in the 1520nm –
1580nm band is also given. For TE polarisation, the P-MMI exhibits a minimum ex-
tinction ratio of 22dB in the complete bandwidth and MMI width interval. This shows
that in terms of imbalance and phase error the device design is highly fabrication to-
lerant, as we predicted in section 5.8.2. Comparable tolerances have, to the best of
our knowledge, only been reported at a single wavelength and for much larger de-
vices [141]. The extinction ratio for TM polarisation is slightly lower (20dB) for the
widest device.

For the device geometry considered here, the G-MMI is expected to be less fabri-
cation tolerant, from MMI theory, and simulation (section 5.8). In fact, figure 8.10
shows that the minimum extinction ratio of the G-MMI in the 1520nm to 1580nm
band drops to below 14dB for width variations of −300nm. Such a low extinction ra-
tio indicates imbalance or phase errors of more than 1.5dB and 10◦, respectively (see
figure 8.8). This highlights the importance of using the paired interference mecha-
nism for this devices, as opposed to the general interference mechanism.

Finally it is observed that the average extinction ratio in the 1520nm – 1580nm
band is several decibels above the minimum value for both coupler configurations,
and that even higher extinction ratios are found at specific wavelengths.

8.5.3. Conclusion

From the measurements we can conclude that the 2 × 2 paired interference MMI,
when fabricated with nominal dimensions, offers excellent performance despite of
its shallow etch and compact size. Furthermore, power imbalance and phase error
tolerate fabrication variations in MMI width in a range of 450nm. To the best of our
knowledge, this combination compact size, high performance and large fabrication
tolerances had not been reported so far.

8.6. Sixport

In this section the sixport junction will be characterised, i.e. its centres and inser-
tion losses will be measured, and shown to be very close to the simulated values (also
see chapter 6). Since determination of the six-port centres relies on the knowledge
of the relative optical phase between the reference wave and the wave reflected from
the DUT, we start by elaborating, in section 8.6.1, a measurement technique based
on MPTF. This technique allows for the determination of the complex (amplitude
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Figure 8.10.: Minimum and average extinction ratio in the 1520nm – 1580nm
band for general and paired excitation MMIs and TE and TM polarisations. Actual
device widths are WG-MMI = 7.5µm + (Width Variation) and WP-MMI = 12.8µm +
(Width Variation).

and phase) response, solely from power measurements. The experimental results will
then be presented in section 8.6.2.

8.6.1. Measurement Technique

For convenience the layout and port numbering of the six-port junction is replicated
in figure 8.11. The centres of the six-port are given by (see section 2.4):

q{3,5,6} = − S{3,5,6}1

S21S{3,5,6}2
. (8.3)

Hence, determination of each six-port centres would involve measurement of the
three complex S-parameters in (8.3). However, this would require both deposition
of an anti-reflective coating, and, more importantly, a complex measurement setup.
Such a setup would have to be able to access ports on several sides of the chip, as well
as measuring both magnitude and phase of the transmission, as is done, for example,
in Optical Frequency Domain Reflectometry (OFDR) [31]. Here, we work out a tech-
nique based on MPTF that exploits the reflections from the uncoated chip facets to
determine each six-port centre with a single power transmission measurement from
the input (port 1) to the corresponding output (ports 3, 5 and 6). We shall denote these
power transmission measurements as |M{3,5,6}1(λ)|2 or, equivalently, |M{3,5,6}1(ν)|2,
where ν = c/λ is optical frequency, and c is the speed of light in vacuum.

To conceptually introduce the measurement technique, let us first consider that
all ports of the six-port are covered with perfect anti-reflective coating, and only the
DUT port exhibits a non-zero reflection coefficient equal to the Fresnel amplitude
coefficient of the facet, ΓDUT = (nSi −nair)/(nSi + nair) ≈ 0.56. In this case the complex
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Figure 8.11.: Schematic layout of the six-port (not to scale). The insets show
microscope images of the 2×2 MMI and the 2×3 MMI. The footprint of the circuit
is 6.7mm×6.7mm.

amplitude transmission from port 1 to any of the outputs (ports 3, 5 and 6) is

M{3,5,6}1(ν) = S{3,5,6}1(ν) + S21(ν)ΓDUTS{3,5,6}2(ν), (8.4)

where the first term is the direct transmission from input to output (solid line in figure
8.11), and the second term corresponds to the reflection from the DUT (dotted line
in figure 8.11). The key point is that these two contributions, while completely mixed
in the frequency domain (ν) measurement, are well separated in the time domain (t ).
This is because the wave reflected from the DUT port is delayed with respect to the
direct transmission by the 2.2mm long DUT port waveguide (see figure 8.11). Hence,
in the inverse Fourier transform of (8.4), m{3,5,6}1(t ), the direct transmission, d(t ), and
the reflection from the DUT, r (t ), appear as two peaks, which can be completely sepa-
rated by gating (filtering). This yields d(t ) = s{3,5,6}1(t ) and r (t ) = ΓDUTs21(t )∗s{3,5,6}2(t ),
where∗denotes convolution. By dividing the individual Fourier transforms, D(ν) and
R(ν), of d(t ) and r (t ) we obtain

D(ν)

R(ν)
=

S{3,5,6}1(ν)

ΓDUTS21(ν)S{3,5,6}2(ν)
= −q{3,5,6}(ν)

ΓDUT
, (8.5)
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Figure 8.12.: Minimum phase impulse response from port 1 to port 3, m31(t),
computed from the measured power transmission. The time axis has been scaled to
represent propagation distance. The gating (filtering) windows for d(t) and r(t) are
shown in the insets.

that is, by comparison with (8.3), the centre of the six-port normalised by the reflec-
tion coefficient of the DUT.

Naturally, the real measurements contain not only the direct transmission and the
reflection from the DUT, but also spurious reflections from the other uncoated ports.
These can, however, be eliminated in the gating process. What is more critical is that
in the actual measurement process only the power transmission, |M{3,5,6}1(ν)|2, is re-
corded, while the phase information is lost, so that, in principle, taking the inverse
Fourier transform of the measurement results does not yield any meaningful time
domain information at all. However, we showed in chapter 7 that optical systems
in which the magnitude of direct transmission is sufficiently large compared to the
reflected waves, are minimum phase systems, so that the phase information can be
calculated directly from the measured power transmission. In the six-port, all reflec-
tions are attenuated by the Fresnel reflection coefficient of the facets, as well as seve-
ral passes through the MMI power splitters. Hence, it is reasonable to assume that the
six-port exhibits minimum phase, as we will also show by simulations below.

Using the setup described in section 8.3, we measured the power transmissions
|M{3,5,6}1(λ)|2 in the 1480nm – 1580nm with a resolution of 1pm to achieve a good
sampling of the rapidly varying fringes arising from the multiple reflections. The
minimum phase of |M{3,5,6}1(ν)|2 was then computed, and m{3,5,6}1(t ) was obtained
with an inverse Fourier transform. The resulting reflectogram, or impulse response,
is shown in figure 8.12. As expected, the reflection from the DUT occurs at a distance
of ∼ 4.4mm, corresponding to the round trip through the DUT waveguide (see figure
8.11). Furthermore, the direct transmission and the DUT reflections are well separa-
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Figure 8.13.: Simulation of the relative magnitude (upper figure) and phase (lower
figure) of the actual six-port centres and those computed with the minimum phase
approach. TE polarisation is assumed.

ted from the spurious reflections, so that the six-port centres can be computed from
d(t ) and r (t ).

In order to verify that the six-port actually exhibits the required minimum phase
characteristics, reflecting facets (ΓFacet = 0.56) were added to all input and output
ports in the simulation of the complete device carried out in chapter 6. The mini-
mum phase approach described above was then applied to the simulated detected
powers in the presence of reflecting facets. The results are compared with the sixport
centres obtained via equation (8.3) from simulations without reflecting facets in fi-
gure 8.13. It is clear that the sixport indeed exhibits minimum phase characteristics,
since an excellent accuracy in both the magnitude and phase of the centres obtained
with the minimum phase approach.

Summarising, measurement of each six-port centre involves three steps. 1) Mea-
sure the power transmission between input port 1 and outputs 3, 5 or 6. 2) Compute
the minimum phase of this power transmission. 3) Perform the time domain filtering,
and divide the spectra of the direct transmission and the DUT reflection.

8.6.2. Experimental results

In this section we present the measured six-port centres, as well as the device’s overall
losses for both TE and TM polarisation.

The measured six-port centres for both TE and TM polarisation are shown in figure
8.14(a) in the 1485nm – 1575nm band. A constant value of ΓDUT = 0.56 has been
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Figure 8.14.: Performance of the fabricated six-port in the 1485nm –1575nm band.
(a) Position of the centres. (b) Imbalance between centres. (c) Phase error.
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Figure 8.15.: Losses of the six-port junction in the1485nm – 1575nm band, for TE
and TM polarisation. The S{3,4,5,6},1 parameters refer to the ports of the circuit in
figure 8.11.

assumed. Due to the 4.4mm path imbalance between the incident and reflected
waves, the centres actually rotate with wavelength, while maintaining their relative
120◦ phase. This rotation does not affect the operation of six-port as a reflectometer,
since it can be accounted for by calibration, and has been cancelled in figure 8.14(a)
for the sake of visualisation. While for TE polarisation the position of the centres is
almost ideal, the deviations are slightly higher for TM polarisation. This is attributed
to the polarisation dependence of the 2×3 MMI, since the performance of the 2×2
MMIs was found to be excellent for both polarisations (see section 8.5). The imba-
lance between centres is shown in figure 8.14(b), and for TE polarisation it is better
than ±0.5dB in the complete measurement range, which is in reasonable agreement
with the simulations shown in figure 8.13. While simulations indicate a similar beha-
viour for TM polarisation, the measurements indicate that the 2×3 introduces a larger
imbalance for this polarisation, which can, however, still be well compensated by ca-
libration. Finally, the phase error of the centres is below ±6◦ for TE polarisation [see
figure 8.14(c)], which is again in good agreement with simulations. A slightly higher
phase error is observed for TM polarisation.

Figure 8.15 depicts the overall losses of the six-port junction. These are also obtai-
ned from the power transmission measurements with reflecting facets, by retaining
only the direct transmission, and normalising with respect to the power transmission
of a reference waveguide, as described in section 7.2. The reference port (port 4), pro-
vides a stable reference of the input power, with the expected 3dB losses from the 2×2
MMI. The losses at ports 3, 5 and 6 are due to the concatenation of the three MMIs
(see figure 2.4), and theoretically amount to 10log10(0.5×0.5×0.33) ≈ 10.8dB. This is
in good agreement with the maxima of the measured curves. The slight polarisation

110



8.7. Conclusions

dependence is attributed mainly to the 2×3 MMI.

8.6.3. Conclusions

Using MPTF is possible to determine each centre of the six-port junction with a single
power transmission measurement. The measured centres lie on a circle of amplitude
1.5 with a separation of 120°. The error in the relative amplitude and position of the
centres is less than ±0.5dB and ±5° in the 1485nm – 1575nm for TE polarisation. For
TM polarisation higher errors of ±1.5dB and ±15° were measured, which are mainly
attributed to the 2×3 MMI.

8.7. Conclusions

In this chapter we have given a general overview of the mask design process and have
described the measurement setup used to characterise the devices. Waveguides, MMI
and the complete six-port were then measured. Waveguide losses were found to be
only ∼ 0.25dB/cm for TE polarisation and ∼ 2dB/cm for TM polarisation. The paired
2×2 MMI excess loss clearly below 0.5dB in the 1520nm – 1580nm band and in a MZI
maintains an extinction ratio above 22dB for width variations of 450nm. The combi-
nation of such performance and tolerances, exceeds, to the best of our knowledge, the
current state of the art. The measured six-port centres are in excellent agreement with
simulations, especially for TE polarisation, and deviate from their nominal positions
in less than ±0.5dB and 5°.
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9
Single etch grating coupler

COUPLING light in and out of photonic chips through their facets provides an al-
most wavelength independent coupling efficiency, as well as low losses when the

size of the waveguide mode is matched to that of the input fibre. However, it also
requires time consuming facet polishing, and becomes increasingly inefficient as the
waveguides are shrunk. This is why, especially for silicon-wire waveguides, grating
couplers, which scatter the light out of the waveguide plane to inject it into a fibre
positioned over the chip, are widely used. They offer a series of advantages over facet
coupling, including better mode matching, no need for facet polishing and improved
accessibility of devices, since they can be placed anywhere on the chip.

In this chapter we turn our attention to the design of fibre-to-chip grating couplers
in silicon wire technology. Although this chapter is not directly related to the design of
the sixport in micrometric rib waveguides, it is relevant insofar the sixport, as well as
any other silicon PLC, could be implemented in Silicon-wire technology in the future.
Our design proposal is based on effective media, implemented with subwavelength
gratings (SWG), that control the strength of the gratings. We will see that this consi-
derably simplifies fabrication since the grating and waveguides are defined in a single
etch step.

A brief introduction on grating theory, as well as a discussion of the state of the art
in grating design is given in section 9.1. Some results of the effective medium theory
are reviewed in section 9.2. In section 9.3, three diffractive gratings are designed and
compared by simulation: a completely etched grating without SWG, a grating with a
uniform SWG, and a grating with a variable SWG. The grating with uniform SWG offers
an improvement in coupling efficiency of more than 3dB with respect to the design
without SWG, while still being compatible with DUV fabrication. Measurements of
the uniform grating are presented in section 9.4, and confirm its performance. The
chapter is summarised in section 9.5.

9.1. Introduction

Figure 9.1 shows a schematic view of a waveguide grating, with the input waveguide
on the left hand side and the grating region on the right. The grating scatters light both
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Figure 9.1.: Schematic view of a generic grating coupler

upwards as well as into the substrate, but we will here focus solely on the upward ra-
diation. The input waveguide is assumed to be vertically (y direction) single-moded,
which in Silicon-wire waveguides is always the case, since their height (H ∼ 250nm) is
chosen for this condition to be fulfilled. Likewise, the grating supports a single Bloch
mode, with effective index nB . We will denote the etch depth of the grating by D , its
pitch (or period) by Λ and its duty cycle, which is defined as the ratio between the
length of a silicon tooth and the pitch, by dc . The k-th space harmonic of the Bloch
mode has an effective index given by

nk = nB + k
λ

d
(9.1)

and radiates into the upper region with an angle

φk = arcsin(nk /na), (9.2)

where na is the refractive index of the region covering the grating (usually air) [59]. Of
course, only those harmonics with |nk /na | < 1 can actually propagate, so that in most
designs operate with the k = −1 harmonic. The strength of the grating, that is, the
amount of light it scatters per period, depends on the etch depth. Generally, the dee-
per the grating grooves, the more power is extracted from the waveguide. Note that
a grating with uniform strength will produce a radiated beam with an approximately
exponential shape.

If a fibre, tilted with the radiation angle φ−1, is placed closely over the grating sur-
face, light will couple from the waveguide into the fibre. The chip-to-fibre coupling
efficiency of the grating can be estimated as:

C = Pu(1−R f )O f , (9.3)

114



9.1. Introduction

3D FDTD Simulation Box

(a)
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n = 3.476

n = 1.444

Figure 9.2.: (a) Fibre to chip grating coupler with sub-wavelength grating in lateral
direction. Decoupled model schematics for (b) the vertical dimension showing the
first two periods of the grating and (c) the lateral dimension.

where Pu is the power fraction of the incident waveguide mode that is directed to-
wards the optical fibre, R f is the Fresnel reflection coefficient between the fibre and
the cladding medium, and O f is the overlap between the radiated field and the fibre
mode. In the usual case of an air-SiO2 interface the Fresnel loss is R f ∼ 4%. To maxi-
mise grating efficiency several techniques can be employed. These include the use
of Bragg mirrors [60], metal layers [142], sub-wavelength mirrors [143] or high refrac-
tive index claddings [61] to enhance the fraction of power that is radiated upwards
(instead of into the substrate). Back reflections due to second order Bragg diffraction
in vertically radiating structures can be suppressed with an extra trench with distinct
etch depth [144] or using slanted grating teeth [145]. Finally, using the same etch
depth for the grating region as for the definition of the rectangular waveguides (D = H)
yields a grating that is too strong, and consequently exhibits a poor overlap with the
fibre mode. This can be improved by using a shallow etch to make the grating weaker.
A Gaussian like radiated beam that further improves the overlap with the Gaussian
fibre mode can be achieved with duty cycle apodisation [60, 61, 146], or by exploiting
etch-lag effects to produce grooves with variable depth along the grating [147]. Fabri-
cation and tolerance control of such structures can however be challenging.

Here we propose a new method to control the grating strength, which allows for
the use of a single full etch (D = H) to define both the waveguides and the grating.
This is achieved with effective media created by sub-wavelength gratings as shown
schematically in figure 9.2(a). The diffraction grating is formed in the longitudinal (z)
direction, whereas the non-diffractive SWG structure in the lateral (x) direction acts
as effective medium thereby controlling the strength of the grating. The waveguide
core layer is fully etched to the bottom oxide (BOX) cladding. Before detailing the
design of the structure we will briefly review the theory of effective media.
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Figure 9.3.: Effective medium when the alternating media are stratified parallel to
the propagation direction.

9.2. Effective medium theory

In 1956 Rytov described a rather general theory on the “Electromagnetic Properties of
a Finely Stratified Medium” [148], where the equivalence between a medium compo-
sed of thin layers of two materials and an effective homogeneous medium is studied.
Of the several cases examined in this paper, the one that is of particular interest to
this work is shown in figure 9.3 . If the period of the alternating media,Λx = a1 + a2, is
smaller than the wavelength, we call the alternating layers a sub-wavelength grating.
A SWG is macroscopically equivalent to a homogeneous medium, with a refractive
index NSWG, which depends on the polarisation. This effective medium is shown to
have refractive indices

N TE
SWG =

√
a1

a1 + a2
n2

1 +
a2

a1 + a2
n2

2, (9.4)

N TM
SWG =

√√√√ 1
a1

a1+a2

1
n2

1
+ a2

a1+a2

1
n2

2

. (9.5)

Hence, by varying the duty cycle of the subwavelength grating it is, in principle, pos-
sible to synthesise all intermediate refractive index values between n1 and n2. In the
following, we will use alternating layers of silicon and air in the x direction to generate
a refractive index value in the grooves of the diffractive grating coupler that optimises
its coupling efficiency.

9.3. Design

As opposed to the previous work on grating couplers, which focuses on TE polarisa-
tion, we will carry out our design for TM polarised light, which makes it particularly
applicable to evanescent field waveguide sensing, where TM polarisation yields the
best sensitivity [149]. The design wavelength here is λ = 1.55µm.

Following the approach of [60], the width of grating (W ) was adjusted to maximise
the overlap between the lateral (x) profile of the waveguide’s fundamental TM mode
and the SMF-28 fibre mode (10.4µm mode diameter at 1/e2 intensity), yielding a po-
wer overlap of 99% for W = 15µm. Since we are interested in TM polarisation, the
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(a)

(b)

Figure 9.4.: Radiated Hx field at a plane y = 1.5µm over the grating surface, for
different coupler configurations. (a) Without SWG; (b) With SWG. “Cnst SWG”
stands for constant SWG, i.e., a non-apodised design; “Var SWG” stands for variable
SWG, i.e., an apodised design. Fields have been shifted in the z direction for a
maximum overlap with the fibre mode. The tilt angle of the fibre mode is 12° with
respect to the grating normal (y) in the yz plane.

overlap was carried out with the Hx component instead of the Ex component used
in [60]. The length of the taper required to create a transition with negligible loss
between the 450nm wide Si-wire waveguide and the grating was found to be 300µm,
using linear tapering.

9.3.1. Grating without SWG

A simple grating without sub-wavelength microstructures was first designed as a re-
ference structure. The duty cycle and pitch of the reference grating were determined
with two dimensional FDTD (Finite Difference Time Domain) simulations in the y z-
plane using the RSoft simulator. The default choice for the duty cycle was 50%. It was
then optimised as a tradeoff between reducing back reflections and maximising the
power radiated upwards, for a radiation angle close to the grating vertical. The pitch
(Λz ) was finally adjusted to yield radiation angle of ∼ 10° with respect to the grating
normal. This resulted in a duty cycle of 70% and a pitch ofΛz = 0.95µm.

With this simple initial design, the fraction of incident power that is radiated up-
wards is Pu = 55%, while about 15% is coupled to the back-propagating waveguide
fundamental mode. A comparatively small (O f = 35%) power overlap is obtained for
this structure because of the large grating strength. As shown in figure 9.4(a), the
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Figure 9.5.: Refractive index of the effective medium created by a silicon SWG with
a pitch of Λx = 300nm, as a function of air gap. TM polarisation is assumed.

light is effectively radiated out of the waveguide within approximately 5µm of propa-
gation in the grating region. The overall coupling efficiency of this structure is only
C = 18% = 7.5dB.

9.3.2. Grating with uniform SWG

To reduce the grating strength, we introduce a sub-wavelength grating structure in
the lateral (x) direction [figure 9.2(a)]. For our geometry, assuming that the pitch of
the grating in the lateral direction is Λx < λ0/max(neff), diffraction in the xz-plane is
frustrated. Hereλ0 is the free-space wavelength and max(neff) the maximum effective
index encountered in the structure, which in this case is the effective index of the
waveguide’s fundamental TM mode (neff = 2.26).

Since the grating’s width is much larger than its height, decoupled 2D models can
be established in the vertical (y) and lateral (x) directions. As illustrated in figure
9.2(b), in the decoupled 2D model the sub-wavelength regions can then be approxi-
mated as effective media with effective indexes NSWG,i . Since NSWG is an intermediate
value between the refractive index of the cladding material (here air, n = 1) and silicon
(n = 3.476), the SWG effectively reduces the coupling strength of the grating. Referring
to the decoupled model for the lateral (x) direction in figure 9.2(c), the effective me-
dium index of each SWG in the lateral (x) direction (NSWG,i ) can be calculated as the
effective index of the fundamental y-polarised (TM) mode of the corresponding mul-
tilayer slab [150]. We used a SWG with a rather conservative pitch ofΛx = 300nm, and
computed NSWG as a function of the width of the air gap between the silicon teeth,
using the commercial Fimmwave package. The resulting effective index is shown in
figure 9.5, revealing that a wide range of effective indexes can be synthesised. It is also
observed (figure 9.5, inset) that effective index dispersion is very low for this SWG me-
dium.

Specifically, a gap size of 150nm, which is attainable with both e-beam and 193nm
deep ultraviolet lithography, yields NSWG = 2.73 for Λx = 300nm. Using this sub-
wavelength effective medium, we next designed a uniform diffractive grating with 17
periods arrayed along the longitudinal (z) direction, consisting of alternating lines of
silicon and the effective medium (NSWG = 2.73), as illustrated in figure 9.2(b). Using
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Figure 9.6.: Amplitude of the Hx field at a plane y = 1.5µm over the grating surface,
within one period of the SWG grating.

the criterion described before, a 70% duty cycle was chosen in this case. The fibre
mode overlap was increased to 73% [figure 9.4(b)], which doubles the overlap attai-
ned without SWG. Since all grating teeth are identical, the radiated field is a plane
wave and hence its phase increases linearly along the grating [see figure 9.4(b)]. The
mode overlap remains though limited by the exponential near field profile along the
z-direction for this non-apodised grating, whose maximum theoretical overlap with
the Gaussian profile is 80% [59]. The radiation angle for a pitch of Λz = 0.84µm is
11.5°, and an improved coupler efficiency of 38% = 4.2dB is attained. Furthermore,
since the Fresnel reflection coefficient at the silicon-SWG boundary is now reduced,
the power coupled to the back propagating waveguide mode is < 1%.

In order to validate the performance of this structure, a three dimensional FDTD
simulation was carried out. Due to computational constraints it was not possible
to simulate the entire grating region. Instead, we simulated one period of the late-
ral SWG along the full length of the coupler using periodic boundary conditions, as
illustrated in figure 9.2(a). This mimics a structure extending infinitely in the lateral
(x) direction, hence taking into account the effect of the SWG. As shown in figure 9.6
the radiated Hx field is virtually constant in the lateral (x) direction, so that the SWG
can indeed be considered an effective medium. The calculated overlap with the fibre
mode is 74%, with a radiation angle of 11°, both being in excellent agreement with the
2D simulations.

9.3.3. Grating with apodised SWG

In the final step of coupler optimisation, we use the effective medium to continuously
apodise the coupler in order to achieve a near-Gaussian out-coupled field matching
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the SMF-28 fibre. Using a variable SWG index along the grating requires that the pitch
[Λz,i in figure 9.2(b)] of each longitudinal (z) period be adjusted to eliminate phase er-
rors, i.e. ensure that all elements radiate in the same direction [151]. To determine the
correct pitch (Λz ) for each value of the effective medium index (NSWG), two dimen-
sional FDTD simulations of non-apodised (uniform) gratings were carried out. For a
specific value of NSWG, the pitch was scanned, and the radiation angle as a function
of pitch was determined from the radiated field.1 The pitch that yielded the desired
angle of 12° was then chosen. After obtaining a set of NSWG ↔Λz values, these were
fitted to a cubic polynomial, yielding

Λz = 0.7993 + 0.407NSWG −0.1855N 2
SWG + 0.0184N 3

SWG, (9.6)

which allows for a direct calculation ofΛz as a function of NSWG. Using a linear varia-
tion from NSWG = 3.3 to NSWG = 2 along the 17 longitudinal (z) periods of the grating,
we obtained a fibre mode overlap of 94% [see figure 9.4(b)], with a radiation angle of
12° with respect to the grating normal. These results were again verified by 3D FDTD
simulations, yielding an overlap of 92% and a radiation angle of 11.5°. The phase of
the radiated field is linear (see figure 9.4), which shows that the pitch of each per-
iod was adjusted properly. With the default duty cycle of 50%, the coupler radiates
Pu = 56% of the incident power upwards, while only 0.1% of light is reflected back
in the waveguide. These improved values are attributed to the grating apodisation.
Since in the design of the two previous grating structures we found that with the com-
paratively simple layer structure considered, achieving more than 55% of upward po-
wer is difficult, no further duty cycle optimisation was carried out. The total estimated
coupling efficiency of this design is C = 50% = 3dB.

While yielding an improved coupling efficiency with respect to the uniform cou-
pler, the drawback of this apodised structure is that it requires rather small feature
size of around 50nm to implement the smallest and largest values of NSWG, which
makes it incompatible with DUV lithography. Increasing the pitch (Λx ) of the SWG
could solve this issue.

9.4. Measurements

Both the grating coupler with uniform and apodised SWG were fabricated using e-
beam lithography at the National Research Council of Canada. The inset of Figure
9.7 shows the beginning of the apodised grating, with the SWGs in the horizontal (x)
direction. Due to an error in mask layout it was, however, only possible to correctly
characterise the uniform gratings. The measurement setup is similar to the setup
used for the MMIs and the six-port described in section 8.3. However, here light is
coupled in and out of the chip from above (see figure 9.7), using fibres mounted on
goniometers to adjust their inclination.

To obtain the coupling efficiency of a single grating, the back-to-back structure
shown in figure 9.7 was measured. This yields the insertion loss shown in the left
hand side of figure 9.8. The two gratings are joined by a 3300µm long waveguide,

1This information could also be obtained from a Bloch mode solver, which was, however, not at hand
at the time of design.

120



9.4. Measurements

Figure 9.7.: Schematic view of the input and output coupling with grating couplers.
The inset shows a SEM picture of a region of the apodised grating, approximately
corresponding to the shaded area in the right hand grating.
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Figure 9.8.: Measured coupling efficiency of the grating coupler with uniform SWG.
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which, owing to the ∼ 5dB/cm propagation loss of the TM polarisation, introduces an
attenuation of ∼ 1.65dB. By subtracting this value from the insertion loss, and assu-
ming that both gratings exhibit the same efficiency, the coupling loss of an individual
grating is readily computed. The result is shown on the right hand side of figure 9.8,
from where a peak efficiency of about 5dB is obtained, which is in reasonable agree-
ment with the simulated 4.2dB. The 1dB bandwidth of the coupler is about 33nm,
which is typical value for this type of grating couplers [60].

9.5. Conclusion

In this chapter we have presented the design of a fibre to chip grating couplers which
can be fabricated with a single etch step. With the conventional approach the simu-
lated coupling loss of such a grating is 7.5dB, because of the excessive strength of the
grating. We have shown that the grating strength can be controlled through subwa-
velength structures in the lateral direction, that create an effective medium. Both a
uniform grating with a DUV compatible minimum feature size of 150nm and 4.2dB
simulated coupling efficiency and an apodised grating with 3dB coupling efficiency
were designed. Measurements on the uniform grating have shown a coupling effi-
ciency of 5dB with a 1dB bandwidth of 33nm. Work on the apodised version with
increased feature size is currently being carried out.
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Every solution to a problem poses a new problem.
Johann Wolfgang von Goethe

10
Conclusions and prospects

THE MAIN achievements of this thesis are summarised here. We also outline some
ongoing efforts that continue the work presented so far, and indicate some op-

tions for future research.

10.1. Conclusions

Two were the main goals of this thesis. First, and primarily, this work focused on the
implementation and characterisation of an optical six-port reflectometer on silicon-
on-insulator, using micrometric rib waveguides. Secondly, we have designed grating-
to-chip couplers on silicon wire waveguides, that operate with TM polarisation and
can be fabricated in a single etch step. Here we present the main conclusions of both
investigations.

10.1.1. Optical reflectometer

An optical six-port reflectometer, once correctly calibrated, has the potential to mea-
sure the magnitude and phase response of optical devices with accuracies exceeding
those offered by OFDR. The main goal of this thesis was the implementation and cha-
racterisation of a six-port reflectometer on Silicon-on-Insulator. The design is based
on single-mode rib waveguides with a silicon height of H = 1.5µm, and operates with
both TE and TM polarised light.

We started by thoroughly analysing the fabrication tolerances of bent, single-mode
rib waveguides, both with rectangular and trapezoidal shape. The bending losses of
both types of waveguides were found to be extremely sensitive to etch depth varia-
tions: for an etch-depth reduction of 0.1µm the minimum possible bending radius
increases by a factor of 1.5 for rectangular waveguides, and by a factor 2 for trapezoi-
dal waveguides. The final waveguide design for the six-port uses rectangular wave-
guides, with carefully chosen dimension to minimise the curvature radius, and main-
tain single-mode operation despite etch-depth variations. We have also highlighted
the fact that coupling between waveguides is most critical when they carry the same
power, which is the case at the output of MMIs.
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We have provided quantitative insight into the design of rib waveguide based MMIs,
and have derived a simple design formula for the MMI access waveguides (Equation
5.39), that ensures high performance operation and good fabrication tolerances. A
complete design procedure to optimise the remaining MMI dimensions has been pro-
posed and applied to the design of a general and a paired interference 2×2 MMI and
a 2 × 3 MMIs. An exhaustive fabrication tolerance analysis has shown that, as ex-
pected from theory, MMI width is the most critical dimensions, and that the paired
interference device exhibits better tolerances. S-matrix based simulations of the in-
terconnected MMIs show that the complete six-port reflectometer has an almost ideal
performance for both TE and TM polarisation.

The phase response of a device that exhibits minimum phase can be directly com-
puted from its magnitude response. This means that, for minimum phase devices, a
simple power transmission measurement yields the same information that is obtai-
ned with a more complex OFDR like setup. We have established, for the first time, an
analytical criterion to assess whether a certain photonic device is minimum phase or
not (equation 7.10). MMIs have been shown to be minimum phase, and using this
fact, we have been able to accurately characterise these devices in the presence of
strong facet reflections. This is achieved by using the minimum phase information to
compute the temporal impulse response, and filtering out the reflection artifacts, a
technique that we have termed minimum phase temporal filtering (MPTF). A similar
approach can be applied to measure the phase response of the six-port reflector.

Due to the complexity of the mask layout required for fabrication, an Autocad ba-
sed function library, that automates the drawing of basic components, was deve-
loped. The devices were fabricated at the Canadian Photonic Fabrication Center.
Characterisation of the waveguides yielded very low losses for TE polarisation (0.25
dB/cm), whereas about 2dB/cm were measured for TM polarised light. We were able
to demonstrate compact MMIs (12.8µm×256µm) with excess losses below 0.4dB for
both polarisations. We experimentally demonstrated that paired interference 2× 2
MMIs are much more fabrication tolerant then general interference based devices. In
a Mach-Zehnder configuration our devices maintain an extinction ratio well above
20dB in the 1520 – 1580nm band, for width variations in a range of 0.45µm. To the
best of our knowledge such a combination of high performance and relaxed tole-
rances had not been demonstrated before. Characterisation of the six-port reflecto-
meter showed that it provides the magnitude and phase relations between the waves
incident on and reflected from the device under test, with a deviation of less then
±0.5dB and ±5° from their ideal values in a 90nm bandwidth. This result is obtained
for TE polarisation, with slightly higher deviations for the TM case, which is attributed
to stress induced birefringence that was not taken into account in the design phase.

10.1.2. Grating coupler

A silicon-wire fibre-to-chip grating coupler that can be defined in the same etch step
as the waveguides must be completely etched. However, this yields a very strong
grating with a poor field match to the optical fibre. Here we have proposed, for the
first time, the use of effective media, implemented with sub-wavelength gratings, to
control the strength of the fibre-to-chip grating. Simulations have shown coupling
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Figure 10.1.: A first prototype of the packaged six-port reflectometer, including
photodiodes.

efficiencies of about 4.2dB and 3dB for uniform and apodised couplers, using the
same layer structure as for the waveguides. First measurements have confirmed the
validity of this approach: a 5dB coupling efficiency with a 30nm 1dB bandwidth was
experimentally demonstrated for a uniform grating.

10.2. Prospects

In this work we have covered several aspect of optical device design and characterisa-
tion, which provide incentives for future research. We will now detail some of these.

10.2.1. Six-port packaging and system testing

In the short term, packaging of the six-port PLC with photodiodes and fibre pigtails
is a primary goal. Packaging of the device is done at an external company, and a first
packaged prototype is shown in figure 10.1. It includes input and output fibres, as
well as an array of four photodiodes at the output of the sixport (see enlarged pic-
ture). Unfortunately, the coupling losses between the chip and the output fibres were
found to be unexpectedly high, an issue that we will hopefully be able to correct in
the future. The prototype will allow us to perform calibration of the device and assess
its actual performance in the measurement of photonic devices. This would include
direct comparison of the measurement accuracy of the six-port based system and
traditional OFDR based schemes, for different fibre devices, such as bragg gratings,
couplers, etc.

10.2.2. Design and fabrication of high performance MMIs in other
technologies

We have shown that with adequate design, high performance MMIs can be fabricated
in silicon-on-insulator rib technology. Indium Phosphide rib waveguides are essen-
tially subject to the same constraints as SOI rib waveguides, and high performance
MMIs can indeed be fabricated in this technology using criteria very similar to those
presented in this work. However, other technologies, such as Si-wire, exhibit rather

125



10. Conclusions and prospects

Figure 10.2.: Illustration of the concept of six-port based measurement head for
direct on chip measurements.

different characteristics and may thus require other design approaches. By studying
the particularities of the self-imaging in these technologies it should be possible to
derive design methodologies that ensure high performance operation.

10.2.3. Extension of the MPTF technique

The minimum phase technique developed in this thesis enables accurate characte-
risation of MMIs and of the optical six-port. First results show that the technique
should also be applicable to ring resonators, so that the general extension of the tech-
nique to narrowband devices can be an interesting topic of research. Of course, it
will not be possible to characterise any narrowband device, but it may be feasible
to establish some kind of analytical condition that ensures the applicability of the
technique. On the other hand, application of this technique to non-minimum phase
devices could be achieved by embedding them in test structures that impose the mi-
nimum phase condition (7.10).

10.2.4. Sub-wavelength grating based fibre-to-chip couplers

We have obtained very promising results regarding the control of the strength of single-
etch step grating couplers via sub-wavelength structures. Future work on this topic is
directed mainly toward increasing the minimum feature size of the sub-wavelength
structure, in order to relax fabrication tolerances and enable fabrication with deep-
UV lithography. Furthermore, fabrication of apodised couplers should provide in-
creased coupling efficiency. It may also be possible to use the large birefringence of
the sub-wavelength structure to design grating couplers with interesting behaviours
for both TE and TM polarisation.

10.2.5. Direct characterisation of integrated optical devices

In a long term, it seems clear that more and more optical functionalities will be imple-
mented in integrated photonics circuits. While the connection to the outside world

126



10.2. Prospects

will remain to be the optical fibre, the complexity of the system that are integrated
on a chip will grow. In this sense, the evolution of the six-port technique towards
the direct characterisation of integrated photonic devices is of interest. This concept
is illustrated in figure 10.2, which shows a six-port based measurement head for the
characterisation of on-chip devices. The idea is to have a six-port fabricated in the
same technology as the devices under test, and including calibration structures in the
vicinity of the DUTs. The measurement head is first calibrated, and then moved to
the devices which we want to characterise. Of course, this requires the development
of new calibration techniques that can be easily implemented with integrated photo-
nics, and arouses questions about the feasibility of adequately aligning the measure-
ment head and the chip that needs be tested.
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A
Multiple self-imaging: complementary

proofs.

This appendix contains some proofs and formulae which complement the Fourier
series based derivation of image formation presented in section 5.2.4.

A.1. Proof of (5.19) and (5.20)

Let g (x) be a continuous-space periodic function with period T and let h[n] be a
discrete-space periodic function with period N . Their Fourier series are given by

g (x) =
+∞∑

k=−∞
G[k]exp

(
jk

2π

T
x

)
(A.1)

h[n] =
∑

k=〈N〉
H [k]exp

(
jk

2π

N
n

)
, (A.2)

where the Fourier coefficients are calculated as

G[k] =
1

T

ˆ
〈T 〉

g (x)exp

(
−jk

2π

T
x

)
dx (A.3)

H [k] =
1

N

∑
n=〈N〉

h[n]exp

(
−jk

2π

N
n

)
. (A.4)

Let f (x) be another continuous function with period T and define

g (x) = f (x)
+∞∑

n=−∞
δ

(
x −n

T

N

)
=

+∞∑
n=−∞

f

(
n

T

N

)
δ

(
x −n

T

N

)
. (A.5)

Here the Delta function property f (x)δ(x − x0) = f (x0)δ(x − x0) has been used. Ac-
cording to (A.3), and using the Delta function property

´
f (x)δ(x − x0)dx = f (x0), the

Fourier coefficients of g (x) are

G[k] =
1

T

∑
n=〈N〉

f

(
n

T

N

)
exp

(
−jk

2π

N
n

)
. (A.6)
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A. Multiple self-imaging: complementary proofs.

Note that G[k] is periodic with period N . Now, by letting h[n] = f
(
n T

N

)
and comparing

(A.4) with (A.6) it is apparent that H [k] = G[k]T /N .
Thus, a continuous function g (x), whose Fourier coefficients G[k] are periodic with

period N , is given by

g (x) =
+∞∑

n=−∞
h[n]δ

(
x −n

T

N

)
(A.7)

h[n] =
T

N

∑
k=〈N〉

G[k]exp

(
jk

2π

N
n

)
(A.8)

A.2. Calculation ofφQ [k]

Here the calculation of the φQ [k] is described in detail. For convenience we repeat
the expressions ofΦQ [m] and φQ [k] here:

ΦQ [m] = exp

(
j
π

Q

(
m2 −1

))
(A.9)

φQ [k] =
1 + (−1)Q+k

2

T

Q

∑
m=〈Q〉

ΦQ [m]exp
(
jmkπ/Q

)
. (A.10)

The factor 1 + (−1)Q+k implies that

φQ [k] 6= 0 onlyif


Q even and k even

or
Q odd and k odd

. (A.11)

We will now examine these two cases separately.

A.2.1. Q even, k even

We now consider values of Q and k which are respectively of the form Q = 2Q ′ and
k = 2k ′, with Q ′ and k ′ integers. Equation (A.10) then becomes

φ2Q ′ [2k ′] =
T

2Q ′
∑

m=〈2Q ′〉
Φ2Q ′ [m]exp

(
jk ′mπ/Q ′) ,

which after insertion of (A.9) and some algebra can be expressed as

φ2Q ′ [2k ′] =
T

2Q ′ exp

[
−j

π

2Q ′
(
k ′2 + 1

)] 2Q ′∑
m=1

exp

[
j
π

2Q ′
(
m + k ′)2

]
. (A.12)

The sum in (A.12) is a Gaussian sum that can be solved using Schaar’s identity (see
appendix A.3 for further details):1

2Q ′−1∑
m=0

exp

(
j
π

2Q ′ m2
)

=
√

2Q ′ exp
(
j
π

4

)
. (A.13)

1Remarkably, very similar equations also arise in quantum physics [152].
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Because the function exp
(
j π

2Q ′ m2
)

is periodic with period 2Q ′, its sum for 2Q ′ conse-

cutive values of m does not depend on the interval of summation, so that (A.12) sim-
plifies to

φ2Q ′ [2k ′] =
T√
2Q ′ exp

(
j
π

4

)
exp

[
−j

π

2Q ′
(
k ′2 + 1

)]
. (A.14)

A.2.2. Q odd, k odd

We now consider values of Q and k which are respectively of the form Q = 2Q ′−1 and
k = 2k ′−1, with Q ′ and k ′ integers. Equation (5.22) then becomes

φ2Q ′−1[2k ′−1] =
T

2Q ′−1

∑
m=〈2Q ′−1〉

Φ2Q ′−1[m]exp

(
jmπ

2k ′−1

2Q ′−1

)
,

which is then expressed as

φ2Q ′−1[2k ′−1] =
T

2Q ′−1
exp

[
−j

π

2Q ′−1

((
2k ′−1

2

)2

+ 1

)]
× . . .

∑
m=〈2Q ′+1〉

exp

[
j

π

2Q ′ + 1

(
m +

2k ′−1

2

)2
]

. (A.15)

Although it is not apparent from Schaar’s identity, it can be checked numerically that
the sum in (A.15) is again given by

√
2Q ′ + 1exp

(
jπ4

)
so that (A.15) simplifies to

φ2Q ′−1[2k ′−1] =
T√

2Q ′−1
exp

(
j
π

4

)
exp

[
−j

π

2Q ′−1

((
2k ′−1

2

)2

+ 1

)]
. (A.16)

A.3. Schaar’s identity

This identity states that for p and q integers of different parity, that is, one is even and
the other is odd,2

1p
q

q−1∑
r =0

exp

(
−jπr 2 p

q

)
=

exp
(−jπ4

)
p

p

p−1∑
r =0

exp

(
jπr 2 q

p

)
Substitution of p = 2Q ′, and q = 1 yields the desired result.

2Weisstein, Eric W. "Schaar’s Identity." From MathWorld–A Wolfram Web Resource.
http://mathworld.wolfram.com/SchaarsIdentity.html
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B
Minimum phase condition

Here we derive a sufficient condition for a multi-path device to exhibit minimum
phase. The transfer function, M(s), of such a device is given by (7.9), which is re-
produced here for convenience:

M(s) =
1

∆(s)

[
N∑

k=0
Fk (s)[1 +

∑
qk

Pqk (s)]

]
.

Using the same argument as in section 7.3.2, it is clear that the denominator of M(s),
∆(s), does not introduce any non-minimum phase terms, so that we may focus so-
lely on the numerator. Each of the Fk (s) and Pqk (s) terms in 7.9 is a product of facet
reflectivities, Ri , coupling coefficients,Ci , device transmission coefficients Si j (s), and
waveguide transmissionsDi (s). If we write the delays of the waveguides explicitly, the
numerator of M(s) becomes

V (s) = exp(−sτ0)

[
F0 +

N∑
k=1

Fk exp(−sτk ) +
N∑

k=0
Fk exp(−sτk )

∑
qk

Pqk exp(−sτqk )

]
, (B.1)

where τ0 is the delay of the shortest forward path and Fk and Pqk do not depend on
the waveguide delays. As discussed in section 7.3.2, exp(−sτ0) is an all-pass term,
which will be lost when computing the minimum phase response, so we will drop it
for the remainder of the discussion. The other delays involved in V (s) must however
be conserved when computing the minimum phase response, because they allow for
the temporal separation of the direct transmission term from the other forward paths.
Consequently, we need to establish a condition that ensures that V (s) be a minimum
phase function (with exception of the exp(−sτ0) term).

In many practical situation, including multi-mode interference couplers (see Sec-
tion 7.4.1), the delay introduced by the waveguides is much larger than the impulse
response of the device. Equivalently, the frequency response of the latter varies very
slowly when compared to the former. Hence, for mathematical convenience we may
approximate the Si j parameters to be constants, so that Fk and Pqk in (B.1) become
constants, too. With this simplification v(t ), the impulse response function asso-
ciated with V (s), is simply a finite sequence of impulses with different amplitudes.
Consequently, we may treat it as discrete time signal, i.e. as a sampled signal whose
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0 t

v (t )

τ1 τ2 τ3 τ4 τ5 0 m

v [m ]

m1m2 m3 m4 m5

Figure B.1.: Discrete time representation of a sequence of impulses.

amplitude is non-zero only at the position of the impulses (see figure B.1). The sam-
pled signal can then be z-transformed [130, Ch. 2] yielding V (z), a polynomial in z−1.
Let mM be the degree of this polynomial. For V (z) to be a minimum phase func-
tion its zeros must lay inside in the unit circle |z| = 1 [130, Ch. 7]. Let us now define
U (z) = zmM V (z) which has the same zeros as V (z) and is given by

U (z) = F0zmM +
N∑

k=1
Fk zmM−mk +

N∑
k=0

Fk zmM−mk
∑
qk

Pqk z−mqk . (B.2)

Note that the degree of U (z) is mM so that it has exactly mM zeros. We now define the
functions

f (z) = F0zmM (B.3)

g (z) = U (z)− f (z). (B.4)

and invoke Rouché’s theorem, which states [153]:
If two functions f (z) and g (z) are analytic inside and on some closed contour γ,

and | f (z)| > |g (z)| on γ, then f (z) and f (z) + g (z) have the same number of zeros
inside γ.

The functions f (z) and g (z) defined in (B.3) and (B.4) are analytic because they are
polynomials. Hence, if we impose that | f (z)| > |g (z)| on |z| = 1, U (z) = f (z) + g (z) has
the same number of zeros inside |z| = 1 as f (z). Since f (z) has mM zeros at z = 0,
U (z) has mM zeros inside |z| = 1. But U (z) only has mM zeros in total, so that all
zeros of U (z) are inside the unit circle. Hence, if | f (z)| > |g (z)| on |z| = 1 then V (z) is
a minimum phase function. Using the triangle inequality |z1 + z2| < |z1|+ |z2| we thus
find that a sufficient condition for V (z) to have all its zeros inside the unit circle is

|F0| >
N∑

k=1
|Fk |+

N∑
k=0

|Fk |
∑
qk

|Pqk |,

which is the expression we were looking for.
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C
Minimum phase computation and

processing

THIS appendix to chapter 7 provides the theoretical background for the implemen-
tation of the algorithm that computes the minimum phase response from the po-

wer transmission measurements. While the optical devices discussed in chapter 7
are naturally modelled with continuous functions of time and frequency, both the
measurement data as well as the computational implementation of the algorithm are
discrete in nature. For example, the result of a power transmission measurement is
sequence of length N of transmitted powers at certain wavelengths. Consequently,
the treatment presented here is based on discrete time signals.

Some definitions and notation are given in section C.1 and the real part sufficiency
of Fourier transforms is reviewed in section C.2. The relation between the magnitude
and phase of the Fourier transform is detailed in section C.3, and implemented in
Matlab in section C.4. Finally, section C.5 gives some detail on how to recover the
maximum phase response, instead of the minimum phase response.

C.1. Definitions and Notation

We shall denote non-periodic (infinite) sequences as x[n], whereas typewriter letters
are used for periodic (finite length) sequences, i.e. x[n]. The Fourier transform of
non-periodic sequences is defined as

F {x[n]} =
∞∑

n=−∞
x[n]exp

(−jΩn
)

= X (Ω)

F−1 {X (Ω)} =
1

2π

πˆ
−π

X (Ω)exp(jΩn)dΩ = x[n],

and for periodic sequences of length N

FN {x[n]} =
N−1∑
n=0

x[n]exp

(
−j

2π

N
nk

)
= X[k]

F−1
N {X[k]} =

1

N

N−1∑
k=0

X[k]exp

(
j
2π

N
nk

)
= x[n].
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A range of discrete values is denoted with :, that is n = 3,4,5,6,7 is denoted as n = 3 : 7.

C.2. Real part sufficiency

Before discussing the computation of the minimum phase response from the mea-
sured power response, it is convenient to review the real part sufficiency of the Fou-
rier transform. We will now briefly describe this propertie for non-periodic (infinite
length) sequences, and periodic (finite length) sequences. For further details please
see [135, Ch. 10].

C.2.1. Non-periodic sequences

Consider a real-valued, stable sequence h[n], with Fourier transform F {h[n]} = H(Ω),
which is causal, i.e.,

h[n] ∈R; h[n] = 0 n < 0. (C.1)

The even part of h[n] is given by

hE[n] =
h[n] + h[−n]

2
, (C.2)

and since h[n] is causal, h[n] can be computed from hE[n] as

h[n] = hE[n]u+[n] (C.3)

u+[n] =


2 n > 0

1 n = 0

0 n < 0

. (C.4)

On the other hand, the Fourier transform of the even part of h[n] is the real part of the
Fourier transform of h[n], that is

F {hE[n]} = HR(Ω). (C.5)

Hence, if h[n] is causal, given only HR(Ω), the complete frequency response can be
computed as

H(Ω) = F
{
F−1 {HR(Ω)}u+[n]

}
= H {HR(Ω)} , (C.6)

which is also known as Hilbert transformation.

C.2.2. Finite length or periodic discrete sequences

For sequences with a finite length of N samples and indexed between n = 0 and n =
N −1, causality is defined as:

h[n] = 0 n = N /2 + 1 : N −1 N even; h[n] = 0 n = (N + 1)/2 + 1 : N −1 N odd,
(C.7)

in the sense that h[n] can be recovered from hE[n], which is given by

hE[n] =
h[n] +h[−n mod N ]

2
. (C.8)
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Analogously to the non-periodic case, the complete (discrete) frequency response
H[k] can be computed from its real part HR[k] as

H[k] = FN
{
F−1

N {HR[k]}u+[n]
}

= HN {HR[k]} , (C.9)

where u+[n] is given by

u+[n] =


1 n = 0, N /2

2 n = 1 : N /2−1

0 n = N /2 + 1 : N −1

N even; u+[n] =


1 n = 0

2 n = 1 : (N −1)/2

0 n = (N + 1)/2 : N −1

N odd.

(C.10)

C.3. Minimum phase

Having reviewed the real part sufficiency, we can now discuss how the phase response
can be recovered from the magnitude response. As before, we divide our discussion
into non-periodic and periodic sequences.

C.3.1. Non-periodic sequences

In the previous section we have seen that if h[n] is causal, it is completely characteri-
sed by the real part of its Fourier transform. On the other hand, the magnitude of the
Fourier only gives a complete characterisation in the special case of minimum phase
function. Consider the frequency response H(Ω), and its complex natural logarithm

Ĥ(Ω) = ln H(Ω) = ln |H(Ω)|+ j∠H(Ω) = ĤR(Ω) + jĤI(Ω), (C.11)

ĥ[n] = F−1 {
Ĥ(Ω)

}
; ĥ[n] ∈R (C.12)

which, in turn, is the Fourier transfrom of certain sequence ĥ[n], which is often refer-
red to as (complex) cepstrum. To avoid the 2π ambiguity of the phase term, ∠H(Ω)
has to be defined such that it be a continuous function of Ω, i.e. the phase has to be
“unwrapped”. Note that since we are assuming h[n] to be real, H(Ω) is conjugate-
symmetric, i.e.,

H∗(Ω) = H(−Ω), (C.13)

so that |H(Ω)| = |H(−Ω)| and∠H(Ω) = −∠H(−Ω). Consequently Ĥ(Ω) is also conjugate-
symmetric, meaning that ĥ[n] is a real-valued sequence [135, Ch. 12.3]. The point is
that if ĥ[n] is causal, Ĥ(Ω) is completely determined by ĤR(Ω), and consequently,
from (C.6) , H(Ω) is completely determined by |H(Ω)|. Specifically, it may be compu-
ted as

H(Ω) = exp[H {ln |H(Ω)|}] . (C.14)

The cepstrum, ĥ[n], is causal, if, and only if, H(Ω) is a minimum phase function.
Equivalently, H(z), the Z -transform of h[n] has to have no poles or zeros outside the
unit circle, |z| = 1. This can be understood as follows: Ĥ(z) = ln H(z) has singularities
at both the poles and zeros of H(z). The region of convergence of Ĥ(z) has to include
the unit circle, because ĥ[n] has to be stable (Ĥ(Ω) has to exist). With this in mind we
see that:
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C. Minimum phase computation and processing

• If ĥ[n] is causal, i.e. right-handed, the region of convergence of Ĥ(z) is of the
form |z| > r , meaning that Ĥ(z) cannot have singularities outside the unit circle,
i.e. H(z) cannot have poles nor zeros outside the unit circle.

• Conversely, if H(z) has no poles and no zeros outside the unit circle, then Ĥ(z)
has no singularities outside the unit circle either, meaning that ĥ[n] is causal.

C.3.2. Finite length or periodic discrete sequences

For finite length sequences of length N , the cepstrum is defined through the discrete
Fourier transform as:

Ĥ[k] = lnH[k] = ln |H[k]|+ j∠H[k] = ĤR[k] + jĤI[k], (C.15)

ĥ[n] = F−1
N

{
Ĥ[k]

}
; ĥ[n] ∈R. (C.16)

With h[n] real, the discrete time Fourier transform exhibits a “circular” conjugate-
symmetry given by

H∗[k] = H[−k mod N ], (C.17)

which translates into the cepstrum ĥ[n] also being real. Since Ĥ[k] can be interpreted
as a sampling of Ĥ(Ω) atΩ = k2π/N , ĥ[n] is an aliased version of ĥ[n] [135, Ch. 12.7.3]

ĥ[n] =
∞∑

r =−∞
ĥ[n − r N ]. (C.18)

Consequently, ĥ[n] will only be causal in the sense of equation. (C.7), if N is suffi-
ciently large for ĥ[n] to be negligible for n ≥ N /2. In practice this can be achieved by
making N sufficiently large, because it can be shown that ĥ[n] decays at least as fast
as 1/n [135, Ch. 12.5]. With ĥ[n] periodically causal, H[k] is readily computed from
|H[k]| as

H[k] = exp[HN {ln |H[k]|}] . (C.19)

Since the computation of HN {ln |H[k]|} involves obtaining ĥE[n], it can be checked
that N is sufficiently large by inspecting the central part of ĥE[n] which has to be ne-
gligibly small.

C.4. Implementation

Computational implementation of the minimum phase reconstruction is relatively
straightforward using standard Fast Fourier Transform (FFT) algorithms and expres-
sions (C.9) and (C.10). There are, however, some additional considerations which
have to be taken into account.

In optical measurements normally power is recorded, so that the square root of
the data has to be taken to obtain amplitude. Also, measurements are commonly
recorded on a wavelength axis, whereas the Fourier transforms operates between fre-
quency and time. Furthermore, use of the FFT requires equidistant samples, so that
interpolation of the data from the wavelength axis to an evenly spaced frequency axis
is required.
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C.5. Maximum phase

All physical systems, including optical devices, have real-valued impulse response
functions. As discussed in section C.3.2, this implies that H[k] be circular conjugate-
symmetric, so that |H[k]| = |H[−k mod N ]|. Note that the measurement data will not
naturally fulfil this condition, because measurements are only taken on the positive
part of the frequency axis. Suppose the measurement data is M[k] of length Q, then it
easy to check that constructing |H[k]| of length N = 2Q −2 as

|H[k]| =

{
M[k] k = 0 : Q −1

M[2Q −2−k] k = Q : 2Q −2
(C.20)

ensures the required symmetry [129]. As an example, if M[k] = [a,b,c,d ,e] then H[k] =
[a,b,c,d ,e,d ,c,b].

A Matlab implementation is given in Algorithm C.1 on the next page.

C.5. Maximum phase

In the complementary case of H(z) being maximum phase, i.e. having no poles or ze-
ros inside the unit circle, the same procedure may be used, but using u−[n] = u+[−n].
For finite-length sequences we have u−[n] = u+[−n mod N ]:

u−[n] =


1 n = 0, N /2

0 n = 1 : N /2−1

2 n = N /2 + 1 : N −1

N even; u−[n] =


1 n = 0

0 n = 1 : (N −1)/2

2 n = (N + 1)/2 : N −1

N odd.
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C. Minimum phase computation and processing

Algorithm C.1 Minimum phase computation in Matlab
function [Hmin,f,h,t]=MinimumPhase(lambda,power)

% function [Hmin,f,h,t]=MinimumPhase(lambda,power)

%

% Computes minimum phase response from swept power measurements.

% (c) 2009, Robert Halir, University of Málaga, robert.halir@ic.uma.es

%

% Inputs

% lambda: measurement wavelengths (in meters) (length Q)

% power: power samples (in Watts or milli-Watts) (length Q)

%

% Outputs

% Hmin: minimum phase response on frequency axis (length N=2Q-2)

% f: frequency axis

% h: minimum phase impulse response

% t: time axis

%

% Speed of light is set to c=3e8;

c=3e8; % speed of light

% make sure that both lambda and power are row vectors

lambda=lambda(:).';

power=power(:).';

% convert power to amplitude

amplitude=sqrt(power);

% interpolate to an evenly spaced frequency axis

f=linspace(c/lambda(end),c/lambda(1),length(lambda));

M=interp1(c./lambda,amplitude,f);

% construct |H[k]| as in Eq.(C.20)
H=[M fliplr(M(2:end-1))];

% compute even part of the cepstrum ĥE[n]
logh_E=ifft(log(H));

% construct the sequence u+[n] [see Eq.(C.10)]
N=length(logh_E);

u=zeros(size(logh_E));

if mod(N,2)==0

u([1,N/2+1])=1; u(2:N/2)=2;

else

u(1)=1; u(2:(N+1)/2)=2;

end

% compute the minimum phase response

Hmin=exp(fft(u.*logh_E));

% transform to time domain

h=real(ifft(Hmin)); % real part removes numerical artifacts

% construct time axis

t=(((N-1)*(f(2)-f(1)))^-1)*(0:(N-1));
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D
Resumen en Español

ESTE apéndice ofrece un sucinto resumen de la presente tesis. El apartado D.1 da un
panorámica general de la fotónica de silicio y presenta los principales objetivos y

aportaciones de esta tesis. Las resultados más relevantes de la tesis se resumen en los
apartados D.2 a D.6 y las conclusiones se exponen en la sección E.

D.1. Introducción

D.1.1. Antecedentes

Al igual que la electrónica abarca el desarrollo e integración de sistemas cuya partícu-
la más fundamental es el electrón, la fotónica estudia sistemas basados en fotones, es
decir, “partículas” de luz. La fotónica se presenta pues como una evolución natural de
la óptica clásica, y generalmente se refiere a sistemas y componentes de fibra óptica, y
componentes ópticos integrados, es decir realizados en un chip. Teniendo en cuenta
que las comunicaciones basadas en fibra óptica constituyen la base tecnológica para
el intercambio de información, sobre todo a través de Internet, que constituye ya una
parte indispensable de nuestra sociedad, parece claro que el campo de la fotónica
es de una apreciable relevancia. Buen ejemplo de ello es la concesión, en 2009, del
premio Nobel de Física a Charles Kao, el padre de la fibra óptica.

Hoy en día la gran mayoría de los componentes electrónicos se fabrican con un
mismo material: el silicio. Por ello existen técnicas y equipos disponibles comercial-
mente desde hace años que permiten la fabricación precisa y masiva (y por tanto
económica) de componentes electrónicos en en este material. La fotónica es una
disciplina mucho más joven que la electrónica, y no existe una tecnología de fab-
ricación dominante. Sin embargo, el mismo silicio empleado para la realización de
los circuitos electrónicos tiene propiedades ópticas muy interesantes: es transpar-
ente las longitudes de onda más comúnmente empleadas en comunicaciones ópticas
(λ = 1,55µm y λ = 1,3µm), y presenta un índice de refracción muy elevado (nSi ≈ 3,5),
lo que permite un fuerte confinamiento de la luz, y, por tanto, la realización de cir-
cuitos sumamente compactos (del orden de cientos de micrómetros). No es de ex-
trañar, por tanto, que la fotónica de silicio sea un campo de investigación extremada-
mente activo, en el que participa activamente la industria microelectrónica [13–16], y
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Figura D.1.: Illustración del seis puertos óptico integrado.

donde ya existen los primeros productos comerciales [19].
La complejidad de los dispositivos fotónico está en constante aumento. De la trans-

misión de pulsos a través de fibras ópticas a una única longitud de onda, se ha pasado
a multiplexar más de cien longitudes de onda (portadores), y actualmente se están
introduciendo sistemas coherentes, que utilizan modulaciones en fase y cuadratura,
así como multiplexación por polarización [1–3]. Asimismo, el procesado todo óptico
utilizando óptica integrada está cobran cada vez más importancia [23–25]. Por todo
ello, se hace patente la necesidad de disponer de técnicas de medida ópticas, que
permitan obtener una exacta caracterización, tanto en amplitud como en fase, de los
dispositivos ópticos. A frecuencias de microondas una técnica de medida muy ex-
tendida, es la basado en el reflectómetro de seis puertos, que, gracias a sofisticadas
técnicas de calibración, permite realizar medidas muy precisas aún con un hardware
imperfecto [46]. Recientemente se ha propuesto, de manera teórica, la extensión de
esta técnica al dominio óptico [32]. La implementación de un reflectómetro integra-
do en silicio permitiría la aplicación práctica de esta técnica, y se fija como principal
objetivo de esta tesis.

D.1.2. Objetivos y aportaciones

En este tesis se plantean dos objetivos. El principal, como acabamos de mencionar,
es el diseño, simulación, fabricación y caracterización de un reflectómetro óptico de
seis puertos en silicio, concretamente en la plataforma Silicon-on-Insulator. La figura
D.1 muestra una representación esquemática del dispositivo que se pretende imple-
mentar. La fibra óptica situada a su izquierda inyecta luz en el circuito, mientras que
la situada a la derecha lo conecta al dispositivo bajo prueba. El funcionamiento del
dispositivo se basa en hacer interferir, en cuatro detectores de potencia, muestras de
la luz incidente y reflejada desde el dispositivo bajo prueba. A partir de las potencias
detectadas, a una cierta longitud de onda, se puede calcular el coeficiente de reflex-
ión complejo a esa longitud de onda. Puede apreciarse que el reflectómetro integrado
se basa en guías con una geometría tipo “rib”, con dimensiones de ∼ 1,5µm×1,5µm
(véase la figura D.2), ya que tienen una escasa dependencia de la polarización, y la
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Figura D.2: Comparación del ta-
maño del núcleo de una fibra mo-
nomodo con una guía “silicon-
wire” rectangular, y un guía rib mi-
crométrica.

Figura D.3: Acoplo de luz
con polarización TE a una
guia “silicon-wire” mediante
una red de difracción.

inyección de luz puede llevarse acabo de manera relativamente sencilla. El segun-
do objetivo de de este trabajo es el estudio de redes de acoplo chip fibra para guías de
tipo “hilo de silicio”, que presentan una sección transversal muy reducida (∼ 450nm×
250nm), permitiendo una densidad de integración muy elevada. Sin embargo, como
se puede observar en al figura D.2, la diferencia de tamaño entre una fibra óptica y un
hilo de silicio es muy elevada, por lo que el acoplo de luz a estas guías es problemático.
Las redes de acoplo resuelven este problema, ensanchando primero la guía, y luego
difractando la luz fuera del plano del chip, como se ilustra en la figura D.3.

En cuanto a la implementación del reflectómetro de seis puertos, son varias las
aportaciones que se han desarrollado en este trabajo. Por un lado, se han estudiado en
detalle las características y tolerancias de fabricación de guías rib curvas [34, 35], que
son un elemento esencial de cualquier circuito óptico integrado. Tal y como se mues-
tra en la figura D.1 el reflectómetro se compone de varios acoplodores, basados en
el mecanismo de interferencia multimodal (MMI), concretamente dos acopladores
2× 2 y un acoplador 2× 3. En esta tesis se ha propuesto una completa metodología
de diseño para estos dispositivos, que da lugar a dispositivos con altas prestaciones
y buenas tolerancias de fabricación [36, 37]. Se ha diseñado una compleja máscara
para la fabricación de estructuras de prueba para los MMIs y del reflectómetro, que
se han fabricado en el centro canadiense de fabricación fotónica (CPFC). La carac-
terización de los dispositivos fabricados plantea dos retos: en primer lugar, es nece-
sario eliminar las fuertes reflexiones que se producen en los interfaces del chip con el
aire, y, en segundo lugar se tiene que obtener la caracterización no sólo en amplitud
sino también en fase del reflectómetro. Se ha desarrollado un técnica de fase míni-
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Figura D.4: Geometría de la guía de
ondas curvada. Los índices de refrac-
ción corresponden la longitud de onda
λ= 1.55µm. θ es 90◦ ó 54.74◦.

ma, que da respuesta a ambas necesidades, al calcular la respuesta de fase a partir
de las medidas de amplitud, y establecer un criterio analítico que permite saber si el
dispositivo analizado tiene las características de fase necesarias para la aplicación
de dicha técnica [38, 39]. Los MMIs fabricados presentan no sólo un tamaño muy
compacto sino también unas prestaciones y tolerancias sin precedentes [40], y el seis
puertos funciona prácticamente como un reflectómetro ideal en un ancho de banda
de 90nm [41].

El estudio de las redes de acoplo ha dado lugar a una novedosa red de difracción
que emplea una estructura de tamaño inferior a la longitud de onda. Ésta controla
la fuerza de la red, permitiendo adaptar el campo radiado el perfil del modo de una
fibra óptica, usando un solo paso de grabado para la fabricación [42]. En esta tesis se
presentan también los primeros resultados experimentales que demuestran el fun-
cionamiento de la estructura.

En las siguientes secciones se describen brevemente las principales aportaciones
de esta tesis.

D.2. Diseño de las guías de onda

La geometría general de la guía de onda con la que se trabaja en esta tesis se muestra
en la figura D.4. La altura, H , de la guía está fijada de antemano (H = 1,5µm en nue-
stro caso), y el ángulo, θ, de las paredes laterales es de 90° o 54,74° según las guías se
definan mediante un proceso de grabado seco o húmedo. La anchura, W , la profundi-
dad de grabado, D , y el radio de curvatura, R, pueden ajustarse libremente. El objetivo
del diseño es determinar los parámetros óptimos para conseguir un funcionamiento
monomodo, con el radio de curvatura más pequeño posible, y tolerante a las varia-
ciones en el proceso de fabricación.

Un estudio sistemático revela que es preferible usar el grabado seco (con paredes
laterales verticales), pues permite emplear radios de curvatura más pequeños, lo que
reduce el tamaño del circuito final. Por otro lado, el funcionamiento monomodo y
la reducción del radio de curvatura son objetivos opuestos, y ha de establecerse un
compromiso entre ambos, máxime teniendo en cuenta que los radios de curvatura
varían fuertemente con pequeñas cambios de la profundidad de grabado. Tras una
extensa labor de análisis, se fija el ancho de la guía de W = 1,3µm y su profundidad de
grabado en D = 0,7µm, lo que permite emplear un radio de curvatura de R = 900µm
que mantiene un bajo nivel de pérdidas en todo el rango de fluctuaciones de la pro-
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Figura D.5.: Geometria propuesta para el diseño del MMI.

fundidad de grabado que se producen en la fabricación.

Otro aspecto fundamental es el acoplo que se produce entre dos guías que tran-
scurren paralelas a una separación de pocos micrómetros la una de la otra. Se de-
termina que con una separación centro a centro de s = 10µm dos guías paralelas
se pueden considerar completamente desacopladas dentro del margen de distancias
que se manejan en el circuito óptico integrado.

D.3. Diseño de los acopladores de interferencia multimodal y
del seis puertos

Los acopladores de interferencia multimodal constituyen la base del reflectómetro de
seis puertos, por lo que la optimización de sus prestaciones, y sus tolerancias resultan
fundamentales. Es deseable fabricar los MMIs con mismo paso de grabado con que
se definen las guías de interconexión, puesto que así se reduce el coste de los circuitos
y, además, se minimizan los problemas de alineación de máscara que resultarían de
usar dos pasos de grabado. La geometría general de un MMI se muestra en la figura
D.5, donde se distinguen las guías de entrada y salida, y una zona central más ancha,
que soporta múltiples modos. El funcionamiento de los MMIs se basa en inyectar luz
en el dispositivo mediante una de las guías de acceso, excitándose múltiples mod-
os en la zona ancha del dispositivo. Al propagarse, dichos modos se desfasan, y for-
mas varias imágenes de la excitación de entrada, que se acoplan a las guías de salida.
Sin embargo, dada la geometría de la guía rib, el diseño empleando un solo paso de
grabado requiere un cuidadoso análisis. Por un lado, la zona multimodo soporta tanto
modos “formadores” de imágenes [figura D.6(a)], como modos “interferentes” [figu-
ra D.6(b)]. Si se excitan estos últimos, las prestaciones del dispositivo se verán afec-
tadas negativamente. Obsérvese que los modos formadores de imágenes son prác-
ticamente simétricos en sentido vertical, mientras que los modos interferentes son
antisimétricos. Por otro lado, como se muestra en la figura D.7(a) el modo fundamen-
tal de las guías de interconexión no es simétrico en sentido vertical, sino que presen-
ta una forma de campana. Por tanto, este modo excitaría modos interferentes, que
degradan apreciablemente las prestaciones de los MMIs. Para solventar este prob-
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(a) Ejemplo de un modo formador de imágenes
(TE4,1).

(b) Ejemplo de un modo no formador de imá-
genes (TE1,2).

Figura D.6.: Dos modos de una sección multimodo con poca profundidad de grabado
(WMMI = 7.5µm, D = 0.7µm, H = 1.5µm).

(a) WA = 1.3µm, D = 0.7µm, H = 1.5µm (b) WA = 2.4µm, D = 0.7µm, H = 1.5µm

Figura D.7.: Modo TE11 de dos guías de acceso de tipo rib con diferentes relaciones
de aspecto.

lema, se ensanchan las guías de acceso, consiguiéndose un modo más simétrico en
sentido vertical [figura D.7(b)]. Gracias a un exhaustivo análisis de la simetría de los
modos, así como del número de modos que soporta la zona multimodo, es posible
establecer la expresión (5.39), que proporciona directamente la anchura necesaria, y
que es uno de los resultados principales de este trabajo. Se ha desarrollado, asimismo,
una metodología para diseñar todas las dimensiones restantes mostradas en la figu-
ra 5.6, teniendo en cuenta en todo momento las tolerancias del proceso con que los
dispositivos van a ser fabricados. Esta metodología puede aplicarse tanto a los MMIs
2×2 y 2×3, como para configuraciones más complejas, como un 2×4.

Una vez establecidas las dimensiones de las guías de interconexión curvas y de los
acopladores de interferencia multimodal, el diseño de la unión de seis puertos con-
siste en encontrar un layout que sea compacto, introduzca el mínimo desbalanceo
entre las salidas, y sea compatible con el montaje de medida con que se va a carac-
terizar. El layout finalmente elegido es el que se muestra en la figura 6.1. Para simular
el comportamiento global del circuito, una simulación electromagnética completa
resulta poco práctica, por lo que se opta por concatenar simplemente los parámet-
ros S de los diferentes elementos. Esto predice un muy buen comportamiento del
seis puertos, que cumple su función de reflectómetro con errores de amplitud y fase
menores que 1,5dB y 10° en la banda de 1500nm a 1600nm.
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D.4. Técnica de media de fase mínima

La caracterización de los dispositivos fabricados plantea dos dificultados. La primera
son las reflexiones espúreas que aparecen en los cantos del chip, donde el interfaz en-
tre el aire y silicio forma un espejo con una reflectividad del 33%. Por tanto, al medir
los dispositivos, se obtiene su repuesta dentro de una cavidad resonante, lo cual im-
posibilita su correcta caracterización. La segunda radica en la necesidad de medir la
respuesta en fase del seis puertos, cuando el montaje de medida sólo permite medir
potencias. Ambas dificultades se resuelven con una nueva técnica de medida de fase
mínima propuesta en esta tesis.

Los sistemas de fase mínima se caracterizan porque su respuesta en amplitud y
fase están ligadas a través de una transformada de Hilbert. Por tanto, si el dispositivo
es de fase mínima, conocida la potencia transmitida a través de él en función de la
longitud de onda, es posible calcular directamente la información fase. A partir de la
información de amplitud y fase se puede calcular la respuesta al impulso (o respuesta
temporal) del sistema mediante una transformada de Fourier inversa. Esto permite
identificar y eliminar fácilmente los ecos debidos a las reflexiones en los cantos del
chip. Transformando de nuevo la respuesta al impulso al dominio de la frecuencia se
obtiene la respuesta del dispositivo libre de reflexiones espúreas.

Evidentemente, esta técnica solamente proporciona resultados correctos si el dis-
positivo que se analiza es realmente de fase mínima. Por ello se ha desarrollado un
criterio analítico, (7.9), que permite determinar si un dispositivo óptico cumple este
requisito, y que constituye otra aportación clave de este trabajo. Asimismo, se dan una
serie de reglas para la aplicación práctica de la técnica, en lo que a ancho de banda de
medida y resolución espectral se refiere. La técnica ha sido verificada tanto mediante
simulación como experimentalmente.

D.5. Fabricación y medida

La fabricación de los dispositivos se llevó a cabo en una “foundry” externa, concreta-
mente en el Centro Canadiense de Fabricación Fotónica. El layout que se fabricó se
muestra en la figura D.8, y consta de tres imágenes, que se distinguen como los tres
rectángulos inscritos en el círculo a la izquierda de la figura. Cada una de estas imá-
genes da lugar a un chip, que a su vez está compuesto por multitud de estructuras de
prueba para los diferentes elementos del reflectómetro, y un reflectómetro completo.
Puede apreciarse que la máscara presenta una complejidad elevada, y de hecho fue
necesario programar un biblioteca de funciones para Autocad para su realización.

El montaje de medida que se emplea para la caracterización de los dispositivos se
muestra de manera esquemática en la figura D.9 y consta, esencialmente, de un láser
de barrido y un controlador de polarización a la entrada del chip, y un polarizador y
un detector de potencia a su salida. La luz se inyecta en los dispositivos posicionando
una fibra terminada en una lenta delante de la guía correspondiente mediante una
etapa de micro-posicionamiento. A la salida, se emplea un objetivo de microscopio
para colectar la luz y dirigirla, en espacio libre, hacia el fotodetector.

Se caracterizó una serie de MMIs con diferentes anchos para estudiar, de manera
experimental, sus tolerancias de fabricación, demostrándose que, tal y como se es-
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Figura D.8.: Diseño de la máscara para el seis puertos, los MMI y varias estructuras
de prueba. Se muestran, de izquierda a derecha, diferentes niveles de ampliación
de la máscara completa, tres MMI adyacentes, y las guías de salida de un MMI (se
muestran como espacio blanco).
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Figura D.9.: Esquema del montaje de medida empleado para la caracterización de
los dispositivos.
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3D FDTD Simulation Box

(a)

(b) (c)

n = 3.476

n = 1.444

Figure D.10.: (a) Red de difracción para el acoplo chip fibra con una estructura con
dimensiones menores a la longitud de onda en la dirección transversal. Se muestran
asimismo modelos para la estructura en sentido vertical (b) y horizontal (c).

peraba de las simulaciones, estos dispositivos mantienen un desbalanceo y un error
de fase inferiores a ∼ 0,5dB y ∼ 5°, respectivamente, en un ancho de banda de 60nm
y para un rango de variación en el ancho del MMI 450nm.

Para la caracterización del reflectómetro se aprovechó la reflexión en el canto del
chip, ya que gracias a ella el dispositivo se comporta como si se estuviera midiendo
un espejo de reflectividad conocida. Haciendo uso del procesado de fase mínima de-
scrito en el apartado anterior se determinó que el reflectómetro combina las ondas
incidentes el reflejadas del dispositivo bajo prueba con un error de fase menor que
±6° y un error de amplitud menor que ±0,5dB en un ancho de banda de 90nm. Esto
lo convierte en un reflectómetro casi ideal, y que podrá aplicarse, en el futuro, a la
caracterización de dispositivos ópticos.

D.6. Red de acoplo chip-fibra

Las redes de acoplo chip-fibra que se encuentran en la literatura habitualmente acoplan
luz polarizada horizontalmente al circuito óptico integrado, y emplean dos pasos
de grabado para controlar la fuerza de la red (véase la figura D.3). Sin embargo, en
biosensores basados en campo evanescente, se emplea luz polarizada verticalmente,
y para reducir el coste de los mismos, es preferible trabajar con un solo paso de graba-
do. Se planteó como objetivo el diseño de una red de acoplo que cumpliera las exi-
gencias planteadas por estos biosensores.

El diseño de la red para acoplar luz verticalmente polarizada en vez de horizon-
talmente polarizada esencialmente solo implica cambiar adecuadamente su perio-
do. Por otro lado, conseguir una eficiencia de acoplo apropiada con un solo paso de
grabado supone un cierto reto. Esto se debe a que al grabar completamente la red, se
forma una discontinuidad muy abrupta entre la guía, de índice de refracción nSi ≈ 3,5
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y el aire. Esto provoca dos efectos. Por un lado, la potencia se radia en un haz muy es-
trecho, que no está bien adaptado al modo de la fibra, lo que aumenta las pérdidas
de acoplo. Por otro lado, la discontinuidad produce una fuerte reflexión hacia atrás,
que puede interferir con las medidas que se pretenden tomar. Ambos inconvenientes
se solventan empleando la estructura que se muestra en la figura D.10(a). En vez de
grabar franjas completas en dirección x, se graban agujeros con una cierta periodi-
cidad, que es bastante inferior a la longitud de onda de la luz que se propaga por el
dispositivo. De este modo, la onda luminosa no “ve” los agujeros, sino que percibe un
medio homogéneo equivalente, cuyo índice de refracción puede ajustarse en un am-
plio rango variando el tamaño de los agujeros. Así es posible elegir un índice equiv-
alente para que el haz radiado tengo una extensión (en dirección z) suficiente y se
reduzcan las reflexiones. El ancho de la red es de W = 15µm para adaptar el ancho
del haz radiado al ancho del modo de una fibra, mientras que la altura de la capa
de silicio es de H = 0,26µm. Debido a esta diferencia de escala, pueden establecerse
sendos modelos 2D para describir el comportamiento de la estructura en la dirección
vertical (y) y horizontal (x), que se muestran, respectivamente, en las figuras D.10(b)
y D.10(c), y que facilitan en gran medida el diseño y la simulación de la red. Mediante
el modelo mostrado en la figura D.10(c) se calcula el índice equivalente, simplemente
como el modo fundamental del slab multicapa indicado. La simulación de la red de
acoplo se lleva a cabo de acuerdo con el modelo de la figura 9.2(b), donde las franjas
de agujeros se sustituyen por el índice equivalente. Este método de diseño se ha verifi-
cado con simulaciones 3D de la región de la red indicada en la figura 9.2(a). Asimismo,
los primeros resultados experimentales obtenidos arrojan una eficiencia de acoplo de
unos 5dB, que concuerda con las simulaciones realizadas, y es solo ligeramente infe-
rior a las eficiencias que se consiguen con redes que requieren dos pasos de grabado.
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Conclusiones y lineas futuras

En esta tesis se ha abordado el desarrollo y caracterización de dos dispositivos ópticos
integrados en la plataforma Silicon-on-Insulator.

En primer lugar, y como objeto principal, se ha implementado un reflectómetro de
seis puertos sobre guías rib de dimensiones micrométricas, que presentan un ade-
cuado estado de madurez y permiten emplear técnicas estándar para el acoplo chip
fibra. Para ello se han estudiado con detalle las propiedades de guiado de estas guías
y se ha propuesta una completa metodología de diseño para acopladores de inter-
ferencia multimodal de altas prestaciones y relajadas tolerancias de fabricación, que
pueden ser fabricados con un sólo paso de grabado. Además, se ha desarrollado una
técnica de medida de fase mínima, que permite obtener la respuesta de fase de dispo-
sitivos ópticos integrados a partir de su respuesta en amplitud, que resulta sencilla de
medir. Dicha técnica se ha aplicado para eliminar de las medidas reflexiones espú-
reas, procedentes de los cantos del chip, así como para determinar la fase relativa
con la que el reflectómetro hace interferir las ondas incidentes y reflejadas del dis-
positivos bajo prueba. Se han demostrado experimentalmente tanto acopladores de
interferencia multimodal de altas prestaciones y relajadas tolerancias como un re-
flectómetro integrado que funciona de manera casi ideal.

En segundo lugar, se han investigado las redes de difracción como mecanismo de
acoplo de luz desde una fibra óptica a guías Silicon-wire, con dimensiones de unos
cientos de nanómetros. Se ha propuesto una nueva técnica para controlar la fuerza de
estas redes, basada en crear materiales equivalentes con estructuras de dimensiones
inferiores a la longitud de onda. Esto permite fabricar redes de difracción con un solo
paso de grabado, lo que supone una considerable ventaja sobre las redes existentes,
que requieren de dos pasos de grabado. Se han medido eficiencias de acoplo similares
a las que se consiguen con redes que requieren una fabricación más compleja.

Ya se dispone de una versión encapsulada del reflectómetro, conectorizada con fi-
bras ópticas, y con la que se podrán hacer los primeros ensayos de medidas basadas
en la técnica de seis puertos. A largo plazo, resulta de interés investigar la realización
de un seis puertos que permita la caracterización directa de circuitos ópticos integra-
dos, sin necesidad de contar con una fibra óptica para la conectorización. Asimismo,
se podría estudiar la posibilidad de extender la técnica de fase mínima propuesta a
dispositivos de banda estrecha. Finalmente, se continua trabajando en la mejora de
las redes de acoplo propuestas en este trabajo.
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